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#### Abstract

The analysis of the connections among generalized systems, Vector Optimization Problems and Variational Inequalities allows to deepen the study of the properties of the Minty Vector Variational Inequality. In particular, under suitable regularity assumptions, the equivalence between Minty Vector Variational Inequality and Stampacchia Vector Variational Inequality is shown.
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## 1 Introduction

It has been recently shown $[8,6]$ that a Vector Optimization Problem (for short, $V O P$ ) or a Vector Variational Inequality (for short, VVI) [4] can be formulated under the form of the impossibility of a suitable parametric system $S(y)$ (in the unknown $x$ ):

$$
\begin{equation*}
f(x, y) \in C \backslash\{0\}, \quad g(x) \in D, \quad x \in X \tag{1.1}
\end{equation*}
$$

where $f: X \times X \longrightarrow \mathbb{R}^{\ell}, X \subseteq \mathbb{R}^{n}, C$ is a convex cone in $\mathbb{R}^{\ell}, g: X \longrightarrow \mathbb{R}^{m}$, $D$ is a closed and convex cone in $\mathbb{R}^{m}$ (the cones are always considered with the apex at the origin). This leads to a unified approach of the analysis of these topics, allowing to point out the connections between $V O P$ and $V V I$ and also between different formulations of $V V I$. In this paper, we aim to clarify the relationships between the classic $V V I$, introduced in [4], and the Minty Vector Variational Inequality (for short, $M V V I$ ) [3].

In Sect. 2 we will recall the relationships among $V O P, V V I$ and generalized systems. In Sect. 3 we will consider the applications to the MVVI while in Sect. 4, following the approach introduced in [8], we will define a gap function $[2,11,5]$ associated to $M V V I$.

We recall the main notations and definitions that will be used in the sequel. Let $M \subseteq \mathbb{R}^{n}$; int $M$ and $c l M$, will denote the interior and the closure of $M$, respectively. Let $y \in \mathbb{R}^{n}, y:=\left(y_{1}, \cdots, y_{n}\right) ; y_{\left(1^{-}\right)}:=\left(y_{2}, \cdots, y_{n}\right)$, $y_{\left(i^{-}\right)}:=\left(y_{1}, \cdots, y_{i-1}, y_{i+1}, \cdots, y_{n}\right) i=2, \cdots, n-1, \quad y_{(n-)}:=\left(y_{1}, \cdots, y_{n-1}\right)$. $\langle\cdot, \cdot\rangle$ is the scalar product in $\mathbb{R}^{n}$. Let $D \subseteq \mathbb{R}^{m}$ be a convex cone, the positive polar of $D$ is the set $D^{*}:=\left\{x^{*} \in \mathbb{R}^{m}:\left\langle x^{*}, x\right\rangle \geq 0 \quad \forall x \in D\right\}$. The closed and convex cone $D$ is called pointed iff $D \cap(-D)=\{0\}$. Let $a, b \in \mathbb{R}^{n}$, $a \geq_{D} b$ iff $a-b \in D$.
$g: K \longrightarrow \mathbb{R}^{m}$ is called D -function on the convex set $K \in \mathbb{R}^{n}$ iff:
$g\left(\lambda x_{1}+(1-\lambda) x_{2}\right)-\lambda g\left(x_{1}\right)-(1-\lambda) g\left(x_{2}\right) \in D, \quad \forall x_{1}, x_{2} \in K, \forall \lambda \in[0,1]$.
A differentiable function $f: K \longrightarrow \mathbb{R}$ is called quasi-convex on the convex set $K \subseteq \mathbb{R}^{n}$ iff:

$$
f(x) \leq f(y) \quad \Longrightarrow \quad\langle\nabla f(y), x-y\rangle \leq 0, \quad \forall x, y \in K
$$

We will say that the mapping $F: \mathbb{R}^{n} \longrightarrow \mathbb{R}^{n}$ is monotone on $K$ iff:

$$
\langle F(y)-F(x), y-x\rangle \geq 0, \quad \forall x, y \in K
$$

We will say that the mapping $F$ is pseudomonotone on $K$ iff:

$$
\langle F(y), x-y\rangle \geq 0 \Longrightarrow\langle F(x), x-y\rangle \geq 0, \quad \forall x, y \in K
$$

It is called strictly pseudomonotone on $K$ iff:

$$
\langle F(y), x-y\rangle \geq 0 \Longrightarrow\langle F(x), x-y\rangle>0, \quad \forall x, y \in K, x \neq y .
$$

## 2 Generalized systems, Vector Optimization Problems and Variational Inequalities

Consider the functions $f: X \times X \longrightarrow \mathbb{R}^{\ell}, X \subseteq \mathbb{R}^{n}, g: X \longrightarrow \mathbb{R}^{m}$, the convex cone $C \in \mathbb{R}^{\ell}$, the closed and convex cone $D \in \mathbb{R}^{m}$ and the problem which consists in finding $y \in K:=\{x \in X: g(x) \in D\}$ such that the system $S(y)$, defined by (1.1), be impossible.

We observe that both a $V O P$ and a $V V I$ can be formulated in terms of the impossibility of the system (1.1) choosing a suitable function $f(x, y)$.

Consider the following $V O P$ :

$$
\begin{equation*}
\min _{C} \phi(x) \quad \text { s.t. } \quad x \in K, \tag{2.1}
\end{equation*}
$$

where $\phi: X \longrightarrow \mathbb{R}^{\ell}$. We recall that $y^{*} \in K$ is said a $C$-minimum point for (2.1) iff the following system:

$$
\phi\left(y^{*}\right)-\phi(x) \in C \backslash\{0\}, \quad x \in K
$$

is impossible.
The following result is an immediate consequence of the definition of an optimal solution of a $V O P$.

Proposition 1 Let $f(x, y):=\phi(y)-\phi(x)$, then $y^{*}$ is a $C$-minimum point for (P) iff $S\left(y^{*}\right)$ is impossible.

We recall the definitions of the Stampacchia and Minty Vector Variational Inequalities introduced in [4] and [3], respectively. The Stampacchia VVI is defined by the following inequality which consists in finding $y \in K$, such that

$$
F(y)(x-y) \not Z_{C \backslash\{0\}} 0, \quad \forall x \in K
$$

where $F: X \longrightarrow \mathbb{R}^{\ell \times n}$, while the $M V V I$ consists in finding $y \in K$ such that

$$
F(x)(y-x) \not ¥_{C \backslash\{0\}} 0, \quad \forall x \in K .
$$

From now on, the notation $V V I$ will be referred to the Stampacchia $V V I$.

## Proposition 2.

1. Let $f(x, y):=F(y)(y-x)$. Then $y^{*}$ is a solution of $V V I$ iff the system $S\left(y^{*}\right)$ is impossible.
2. Let $f(x, y):=F(x)(y-x)$. Then $y^{*}$ is a solution of $M V V I$ iff the system $S\left(y^{*}\right)$ is impossible.

Lemma 1. If $f\left(y^{*}, y^{*}\right)=0$, then $S\left(y^{*}\right)$ is impossible iff $y^{*}$ is a solution of the following VOP:

$$
\begin{equation*}
\min _{C}\left(-f\left(x, y^{*}\right)\right) \quad \text { s.t. } \quad x \in K . \tag{2.2}
\end{equation*}
$$

Proof. It follows from the definition of $C$-minimum point applied to $y^{*}$.
We observe that the condition $f(y, y)=0$ is fulfilled either when the impossibility of $S(y)$ is equivalent to a $V V I$ or a $V O P$ so that the classic optimality conditions stated for Vector Optimization can be considered for a generalized system and then applied to a $V V I$.

We recall the Kuhn-Tucker conditions for a differentiable VOP. Let $g: X \longrightarrow \mathbb{R}^{m}$, be differentiable at $y^{*}$ and $X$ be an open set in $\mathbb{R}^{n}$.

Consider the Lagrangian function associated to the problem (2.1), $\mathcal{L}: C \times D \times X \longrightarrow \mathbb{R}$,

$$
\mathcal{L}(\mu, \lambda, x):=\langle\mu, \phi(x)\rangle-\langle\lambda, g(x)\rangle .
$$

The Kuhn-Tucker conditions for (2.1) are given by the following system:

$$
\left\{\begin{array}{l}
\nabla \mathcal{L}(\mu, \lambda, x)=0 \\
\langle\lambda, g(x)\rangle=0 \\
g(x) \in D, \mu \in C^{*}, \lambda \in D^{*}, \quad x \in X .
\end{array}\right.
$$

Under suitable regularity assumptions on the involved functions, the previous system is a necessary optimality condition for (2.1). We recall the most important regularity conditions stated in [7, 8].
Let $I\left(y^{*}\right):=\left\{i \in[1, \ldots, m]: g_{i}\left(y^{*}\right)=0\right\}$.
R1. $C:=\mathbb{R}_{+}^{\ell}, D:=\mathbb{R}_{+}^{m}, \forall i=1, \ldots, \ell$ the following system is possible:

$$
\nabla \phi_{i^{-}}\left(y^{*}\right) z<0, \quad\left\langle\nabla g_{j}\left(y^{*}\right), z\right\rangle>0, \quad j \in I\left(y^{*}\right), \quad z \in X .
$$

R2. $C:=\mathbb{R}_{+}^{\ell}, \phi$ is convex, $g$ is a $D$-function and, for every $i=1, \ldots, \ell$ the following system is possible:
$S_{i}\left(y^{*}\right) \quad \phi_{i^{-}}\left(y^{*}\right)-\phi_{i^{-}}(y)>0, \quad g(y) \in \operatorname{int} D, \quad y \in X$.
R3. $C$ is an open convex cone, $\phi$ is a $(c l C)$-function, $g$ is a $D$-function and there exists $\bar{y} \in \mathbb{R}^{n}$ such that $g(\bar{y}) \in \operatorname{int} D$.

Remark 1. In [9] the previous regularity conditions have been generalized to the nondifferentiable case.

Remark 2. As observed in the Lemma 1, in the hypothesis that $f\left(y^{*}, y^{*}\right)=$ 0 , putting $\phi(x):=-f\left(x, y^{*}\right)$ in (2.1), we can relate to the generalized system $S\left(y^{*}\right)$ the optimality conditions stated for (2.2).

Consider the following function $L: C \times D \times X \longrightarrow R$, that we will call the Lagrangian function associated to the system $S\left(y^{*}\right)$ :

$$
L\left(y^{*} ; \mu, \lambda, x\right):=-\left[\left\langle\mu, f\left(x, y^{*}\right)\right\rangle+\langle\lambda, g(x)\rangle\right] .
$$

The following result holds:
Proposition 3. Suppose that $f\left(y^{*}, y^{*}\right)=0$.

1. Assume that condition R1 holds, with $\phi(x):=-f\left(x, y^{*}\right)$.

If $S\left(y^{*}\right)$ is impossible, then $\exists(\mu, \lambda) \in\left(\mathbb{R}^{\ell} \times \mathbb{R}^{m}\right)$ such that $\left(\mu, \lambda, y^{*}\right)$ is a solution of the following system (S)

$$
\left\{\begin{array}{l}
\nabla L\left(y^{*} ; \mu, \lambda, x\right)=0 \\
\langle\lambda, g(x)\rangle=0 \\
g(x) \in D, \mu \in C^{*}, \lambda \in D^{*}, \quad x \in X .
\end{array}\right.
$$

2. Assume that one of the conditions R2, R3 holds with $\phi(x):=-f\left(x, y^{*}\right)$. Then $S\left(y^{*}\right)$ is impossible if and only if $\exists(\mu, \lambda) \in\left(\mathbb{R}^{\ell} \times \mathbb{R}^{m}\right) \backslash\{0\}$ such that $\left(\mu, \lambda, y^{*}\right)$ is a solution of the system (S).

Proof. It is sufficient to observe that the system (S) represent the KuhnTucker conditions for the problem (2.2), that, under the conditions R2 or R3, are also sufficient for $y^{*}$ to be a solution of (2.2).

## Corollary 1.

1. Assume that condition R1 holds, with $\phi(x):=F\left(y^{*}\right)\left(x-y^{*}\right)$.

If $y^{*}$ is a solution of $V V I$ then $\exists(\mu, \lambda) \in\left(\mathbb{R}^{\ell} \times \mathbb{R}^{m}\right)$ such that $\left(y^{*}, \mu, \lambda\right)$ is a solution of the following system (VS)
$\left\{\begin{array}{l}\mu F(y)-\lambda \nabla g(y)=0 \\ \langle\lambda, g(y)\rangle=0 \\ g(y) \in D, \mu \in C^{*}, \lambda \in D^{*}, \quad y \in X .\end{array}\right.$
2. Assume that one of the conditions R2,R3 holds with $\phi(x):=F\left(y^{*}\right)(x-$ $\left.y^{*}\right)$. Then $x^{*}$ is a solution of $V V I$ if and only if $\exists(\mu, \lambda) \in\left(C^{*} \times D^{*}\right) \backslash\{0\}$ such that $\left(y^{*}, \mu, \lambda\right)$ is a solution of the system (VS).

## 3 The Minty Vector Variational Inequality

In this section we will deepen the analysis of the $M V V I$. The results reported in the previous section will allow to derive Lagrangian-type optimality conditions for $M V V I$ by which it will be possible to prove, under suitable regularity assumptions and convexity properties of the constraint function $g$, that $V V I$ and $M V V I$ are equivalent.

Let $f: X \times X \longrightarrow \mathbb{R}^{\ell}, f(x, y)=F(x)(y-x)$ and $F_{i}(x)$ be the i-th row of the matrix $F(x)$.

Proposition 4. Assume that $X$ is an open set in $\mathbb{R}^{n}$ and that $F$ is differentiable at $y^{*}$.

1. Suppose that $C:=\mathbb{R}_{+}^{\ell}, D:=\mathbb{R}_{+}^{m}, g$ is differentiable at $y^{*}$ and $\forall i=$ $1, \ldots, \ell$ the following system is possible:

$$
\left\{\begin{array}{l}
\left\langle F_{k}\left(y^{*}\right), z\right\rangle>0, \quad k=1, \ldots, \ell \quad k \neq i,  \tag{3.1}\\
\left\langle\nabla g_{j}\left(y^{*}\right), z\right\rangle>0, \quad j \in I\left(y^{*}\right), \quad y \in X .
\end{array}\right.
$$

Let $y^{*} \in K$ be a solution of $M V V I$. Then $\exists \mu \in \mathbb{R}^{\ell}$ and $\lambda \in \mathbb{R}^{m},(\mu, \lambda) \neq$ 0 , such that $\left(\mu, \lambda, y^{*}\right)$ is a solution of the system (VS)

$$
\left\{\begin{array}{l}
\mu F(x)-\lambda \nabla g(x)=0 \\
\langle\lambda, g(x)\rangle=0 \\
g(x) \in D, \mu \in C^{*}, \lambda \in D^{*}, x \in X .
\end{array}\right.
$$

2. If $C:=\mathbb{R}_{+}^{\ell},-f\left(\cdot, y^{*}\right)$ is a convex function, $g$ is a $D$-function and, for every $i:=1, \ldots, \ell$ the following system is possible

$$
f_{i^{-}}\left(x, y^{*}\right)>0, \quad g(x) \in \operatorname{int} D, \quad x \in X
$$

Then, $y^{*} \in K$ is a solution of MVVI if and only if $\exists \mu \in \mathbb{R}^{\ell}$ and $\lambda \in$ $D^{*},(\mu, \lambda) \neq 0$, such that $\left(\mu, \lambda, y^{*}\right)$ is a solution of the system (VS).
3. If $C$ is an open convex cone, $f\left(\cdot, y^{*}\right)$ is a cl $C$-function, $g$ is a $D$-function and there exists $\bar{y} \in \mathbb{R}^{n}$ such that $g(\bar{y}) \in \operatorname{int} D$.
Then, $y^{*} \in K$ is a solution of $M V V I$ if and only if $\exists \mu \in C^{*}$ and $\lambda \in$ $D^{*},(\mu, \lambda) \neq 0$, such that $\left(\mu, \lambda, y^{*}\right)$ is a solution of the system (VS).

Proof. From Proposition 2 it follows that $y^{*}$ is a solution of $M V V I$ iff $S\left(y^{*}\right)$ is impossible, where $f(x, y):=F(x)(y-x)$. We observe that $\nabla_{x} f(x, y)=$ $-F(x)+\nabla F(x)(y-x)$ so that $\nabla_{x} f\left(y^{*}, y^{*}\right)=-F\left(y^{*}\right)$; applying Proposition 3 , we complete the proof.

## Theorem 1.

1. Let $-g_{i}$ be a quasiconvex function, $\forall i \in I\left(y^{*}\right)$, and the hypotheses stated in 1. of Proposition 4 hold. Then if $y^{*}$ is a solution of $M V V I$, $y^{*}$ is a solution of $V V I$.
2. Suppose that the hypotheses stated in 3. of Proposition 4 hold. Then $y^{*}$ is a solution of $M V V I$, if and only if $y^{*}$ is a solution of $V V I$.

Proof. 1. Since $y^{*}$ is a solution of $M V V I$, applying the previous Proposition, we have that $\exists(\lambda, \mu) \in\left(D^{*} \times C^{*}\right)$ such that $\left(\lambda, \mu, y^{*}\right)$ is a solution of the system (VS). Moreover, taking into account Theorem 4.1 of [7] (applied to the problem (2.2), at the point $y^{*}$ ), we obtain that $\mu \in \operatorname{int} \mathbb{R}_{+}^{\ell}=$ int $C^{*}$.

Since $-g_{i}$ is a quasiconvex function $\forall i \in I\left(y^{*}\right)$, then

$$
-g_{i}(x) \leq-g_{i}\left(y^{*}\right) \quad \Longrightarrow \quad-\left\langle\nabla g_{i}\left(y^{*}\right), x-y^{*}\right\rangle \leq 0, \quad \forall x \in X
$$

Adding the previous inequalities, multiplied by $\lambda_{i} \geq 0$, we have

$$
g_{i}(x) \geq 0, i \in I\left(y^{*}\right), \quad \Longrightarrow \quad\left\langle\sum_{i \in I\left(y^{*}\right)} \lambda_{i} \nabla g_{i}\left(y^{*}\right), x-y^{*}\right\rangle \geq 0, \quad \forall x \in X
$$

Therefore

$$
\begin{equation*}
\left\langle\mu F\left(y^{*}\right), x-y^{*}\right\rangle \geq 0, \quad \forall x \in K . \tag{3.2}
\end{equation*}
$$

We will show that, in the considered hypotheses, (3.2) implies that $y^{*}$ is a solution of $V V I$.
Ab absurdo, suppose that $\exists \bar{x} \in K$ such that

$$
\begin{equation*}
-F\left(y^{*}\right)\left(\bar{x}-y^{*}\right)=z \in C \backslash\{0\} . \tag{3.3}
\end{equation*}
$$

Since $z \in C \backslash\{0\}$ and $\mu \in \operatorname{int} C^{*}$, then $\langle\mu, z\rangle>0$, and therefore

$$
-\left\langle\mu F\left(y^{*}\right), \bar{x}-y^{*}\right\rangle>0
$$

which is against (3.2).
2. It follows from Proposition 4 and Corollary 1.

Corollary 2. Suppose that the hypotheses stated in 1. of Theorem 1 hold and that $F$ is a (componentwise) monotone operator on $K$. Then $y^{*}$ is a solution of $M V V I$ if and only if $y^{*}$ is a solution of $V V I$.

Proof. The necessity part follows from Theorem 1.
Sufficiency [3]. Since $F$ is a (componentwise) monotone operator then, letting $y^{*}$ be a solution of $V V I$, we have that, $\forall x \in K$,

$$
F(x)\left(y^{*}-x\right) \leq F\left(y^{*}\right)\left(y^{*}-x\right) \nsupseteq C \backslash\{0\} 0 .
$$

Remark 3. The hypoyhesis of monotonicity on the operator $F$ can be replaced by the one of strict pseudomonotonicity.

Example 1. Let $g(x):=(x+1,-x), D:=R_{+}^{2}, C:=R_{+}^{2}, F(x):=$ $(1,2 x)^{T}, y^{*}:=0$. In this example, stated in [3], $y^{*}=0$ is a solution of $M V V I$ but not of $V V I$. It is simple to check that, for $i=1,2$, the system (3.1) is impossible so that the hypotheses of Corollary 2 do not hold.

## 4 A gap function for Minty Vector Variational Inequality

Consider the classic (scalar) Variational Inequality (for short $V I$ ) which consists in finding $y^{*} \in K$, such that

$$
\left\langle F\left(y^{*}\right), x-y^{*}\right\rangle \geq 0, \quad \forall x \in K
$$

where $F: K \longrightarrow R^{n}, K \subseteq \mathbb{R}^{n}$. A gap function $p: K \longrightarrow \mathbb{R}$, associated to $V I$, is a non-negative function that fulfils the condition $p(y)=0$ if and only if $y$ is a solution of $V I$. Therefore $V I$ is equivalent to the minimization of the gap function on the feasible set $K$. A first example of gap function was given by Auslender [1] who considered the function $p(y):=\sup _{x \in K}\langle F(y), y-x\rangle$. The definition of gap function can be extended to the generalized system $S(y)$.

Definition 1. A function $p: K \longrightarrow \mathbb{R}$ is a gap function for the generalized system $S(y)$ iff
i) $p(y) \geq 0, \quad \forall y \in K$;
ii) $p(y)=0$ if and only if $S(y)$ is impossible.

Remark 4. If the impossibility of $S(y)$ is equivalent to the fact that $y$ is a solution for $M V V I$ ( or $V V I$ ), then we will say that $p$ is a gap function for $M V V I$ (or $V V I$ ).

Consider the following function $\psi: K \longrightarrow \mathbb{R}$ :

$$
\psi(y):=\min _{(\mu, \lambda) \in S} \sup _{x \in X}[\langle\mu, f(x, y)\rangle+\langle\lambda, g(x)\rangle],
$$

where $S:=\left\{(\mu, \lambda) \in\left(C^{*} \times D^{*}\right):\|(\mu, \lambda)\|=1\right\}$.
Let $\Omega:=\{x \in K: \psi(x)=0\}$. We will prove that $\psi(y)$ is a gap function for $S(y)$.

Theorem 2. Suppose that $g$ is a $D$-function, $f\left(\cdot, y^{*}\right)$ is a $(c l C)$-function on the convex set $X \subseteq \mathbb{R}^{n}, \forall y^{*} \in \Omega$, and $f(y, y)=0, \forall y \in K$.

1. Assume that $C:=R_{+}^{\ell}$ and that, for every $i:=1, \ldots, \ell$ and $\forall y^{*} \in \Omega$, the following system is possible

$$
\begin{equation*}
f_{i^{-}}\left(x, y^{*}\right)>0, \quad g(x) \in \operatorname{int} D, \quad x \in X ; \tag{4.1}
\end{equation*}
$$

then $\psi(y)$ is a gap function for $S(y)$.
2. Assume that $C$ is an open convex cone and that

$$
\begin{equation*}
\exists \bar{y} \in X \text { such that } g(\bar{y}) \in \text { int } D ; \tag{4.2}
\end{equation*}
$$

then $\psi(y)$ is a gap function for $S(y)$.
Proof. 1. It is easy to prove that $\psi(y) \geq 0, \forall y \in K$; in fact, if $(\mu, \lambda) \in\left(C^{*} \times D^{*}\right)$, then

$$
\langle\mu, f(y, y)\rangle+\langle\lambda, g(y)\rangle=\langle\lambda, g(y)\rangle \geq 0
$$

Suppose that $S\left(y^{*}\right)$ is impossible. Since $f\left(x, y^{*}\right)$ is a $(c l C)$-function in the variable $x$ and g is a D -function, from Proposition 3.1 of [8], we have that $\exists\left(\mu^{*}, \lambda^{*}\right) \in\left(C^{*} \times D^{*}\right),\left(\mu^{*}, \lambda^{*}\right) \neq 0$, such that $\left(\mu^{*}, \lambda^{*}, y^{*}\right)$ is a saddle point for $L\left(y^{*} ; \mu, \lambda, x\right):=-\left[\left\langle\mu, f\left(x, y^{*}\right)\right\rangle+\langle\lambda, g(x)\rangle\right]$ on $\left(C^{*} \times D^{*}\right) \times X$.

Without loss of generality we can suppose that $\left(\mu^{*}, \lambda^{*}\right) \in S$. We observe that the saddle value $L\left(y^{*} ; \mu^{*}, \lambda^{*}, y^{*}\right)=0$. Recalling that the saddle point condition can be characterized by a suitable minimax problem [10], we have

$$
\begin{equation*}
\min _{(\mu, \lambda) \in C^{*} \times D^{*}} \sup _{x \in X}[\langle\mu, f(x, y)\rangle+\langle\lambda, g(x)\rangle]=L\left(y^{*} ; \mu^{*}, \lambda^{*}, y^{*}\right)=0 . \tag{4.3}
\end{equation*}
$$

Since $\left(\mu^{*}, \lambda^{*}\right) \in S$, taking into account (4.3), we obtain that $\psi\left(y^{*}\right)=0$. Vice-versa, suppose that $\psi\left(y^{*}\right)=0$. Then $\exists\left(\mu^{*}, \lambda^{*}\right) \in S$, such that

$$
\left\langle\mu^{*}, f\left(x, y^{*}\right)\right\rangle+\left\langle\lambda^{*}, g(x)\right\rangle \leq 0, \quad \forall x \in X .
$$

Applying Theorem 2.1 and Proposition 2.4 of [8] we obtain that $S\left(y^{*}\right)$ is impossible.
2. The proof is analogous to the one of 1 . using condition (4.2) instead of the hypothesis that the system (4.1) is possible for $i=1, \ldots, \ell$.

Corollary 3. In the hypotheses of Theorem 2 with $f(x, y):=F(x)(y-x)$,

$$
\psi(y):=\min _{(\mu, \lambda) \in S} \sup _{x \in X}[\langle\mu, F(x)(y-x)\rangle+\langle\lambda, g(x)\rangle]
$$

is a gap function for $M V V I$.
Corollary 4. [8] In the hypotheses of Theorem 2 with $f(x, y):=F(y)(y-x)$,

$$
\psi(y):=\min _{(\mu, \lambda) \in S} \sup _{x \in X}[\langle\mu, F(y)(y-x)\rangle+\langle\lambda, g(x)\rangle]
$$

is a gap function for $V V I$.
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