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DefinitionsDefinitions: : eventevent sequencessequences

AnAn eventevent isis a a pairpair (A,t) (A,t) wherewhere
AA ∈∈ E, E, withwith E set of E set of eventevent typestypes
tt is the is the occurrence time occurrence time of the of the eventevent

AnAn eventevent sequencesequence s on E s on E isis a triple (s,a triple (s,TTss,T,Tee) ) 
wherewhere::

s = <(As = <(A11,t,t11),(A),(A22,t,t22), ... ,(), ... ,(AAnn,,ttnn)>)>
tti i < t< ti+1      i+1      ∀∀ i = 1, ... , ni = 1, ... , n--11



ExampleExample of of eventevent sequencesequence

E D F     A      B C E F      C     D     B A D     C    E

30 35 40 45 50

F C     B  E A E C  F         A      D

55 60 65

s = <(E,31), (D,32), (F,33), (A,35), (B,37) ... , (D,67)>

s = (s, 29, 68)



DefinitionsDefinitions: windows: windows®®

A A windowwindow on on eventevent sequencesequence ss==(s, (s, TTss, T, Tee) ) isis anan
eventevent sequencesequence ww = (w, = (w, ttss, t, tee) ) wherewhere::

ttss < T< Te e , , ttee > > TTss

w consists of those w consists of those pairspairs (A,t) (A,t) fromfrom s s wherewhere
ttss ≤≤ t < tt < tee

tte e –– tts s is called the is called the width width of the window of the window ww
widthwidth((ww))



ExampleExample of windowof window

30 35 40 45 50

E D F     A      B C E F      C     D     B A D     C    E

F C     B  E A E C  F         A      D

55 60 65

w = < (A,35), (B,37), (C,38), (E,39)>

w = (w, 35, 40)



DefinitionsDefinitions: : W(.,.)W(.,.)

W(s,W(s,winwin) ) isis the set of the set of allall windows w on windows w on ss suchsuch
thatthat widthwidth(w) = (w) = winwin

#W#W(s,(s,winwin) = T) = Tee-- TTss +win+win--11

In the previous figure, W(s,5):In the previous figure, W(s,5):
The first window is (The first window is (φφ, 25, 30), 25, 30)
The last is (<(D,67)>, The last is (<(D,67)>, 6767, 72), 72)



ExampleExample of W(.,.)of W(.,.)

30 35 40 45 50

E D F     A      B C E F      C     D     B A D     C    E

F C     B  E A E C  F         A      D

55 60 65

W(s,5): W(s,5): The first window The first window isis ((φφ, 25, 30), 25, 30)
The The lastlast isis (<(D,67)>, (<(D,67)>, 6767, 72), 72)



DefinitionsDefinitions: : episodesepisodes

InformallyInformally::
An An episode episode isis a a partiallypartially orderedordered collectioncollection of of eventsevents
occurringoccurring toghetertogheter

FormallyFormally::
AnAn episodeepisode αα isis a triple (V, a triple (V, ≤≤ , g) , g) wherewhere::

V V isis a set of a set of nodesnodes, , ≤≤ isis a a partialpartial orderorder on Von V
g: V g: V →→ E E isis a a mappingmapping associatingassociating eacheach nodenode withwith anan eventevent typetype

The The eventsevents in g(V) in g(V) havehave toto occuroccur in the in the orderorder describeddescribed byby ≤≤
The The sizesize of of αα, , denoteddenoted byby ||αα|, |, isis |V||V|



ExampleExample of of episodesepisodes

αα ββ γγ

E F

A

B

A

B

C



Some Some kindskinds of of episodesepisodes

ParallelParallel episodesepisodes
The The partialpartial orderorder ≤≤ isis trivialtrivial

Serial Serial episodesepisodes
The The ≤≤ relation relation isis a total a total orderorder

InjectiveInjective episodesepisodes
The The mappingmapping gg isis anan injectioninjection (i.e. no (i.e. no eventevent typetype
occursoccurs twicetwice in the in the episodeepisode))



DefinitionsDefinitions: : subepisodessubepisodes

AnAn episodeepisode ββ==(V(V’’, , ≤≤’’, , gg’’) ) isis a a subepisodesubepisode of of 
αα = (V, = (V, ≤≤, g), , g), denoteddenoted byby ββ ≤≤ αα, , ifif

Exist an injective mapping f: VExist an injective mapping f: V’’ →→ V V suchsuch thatthat
gg’’(v) = g(f(v)) (v) = g(f(v)) ∀∀ vv∈∈VV’’
∀∀ v,v,ww∈∈VV’’.  v .  v ≤≤’’ w w ⇒⇒ f(v) f(v) ≤≤ f(w)f(w)

Informally:Informally:
ββ ≤≤ αα ⇔⇔ the the graphgraph representingrepresenting ββ isis a a subgraphsubgraph of of 
αα



ExampleExample of of episodesepisodes

αα ββ γγ

E F

A

B

A

B

C



DefinitionsDefinitions: : occurringoccurring

AnAn episodeepisode αα = (V, = (V, ≤≤, g) , g) occursoccurs in in anan eventevent
sequencesequence s = <(As = <(A11,t,t11),(A),(A22,t,t22), ... ,(), ... ,(AAnn,,ttnn)> )> ifif::

∃∃ injectiveinjective mappingmapping h: V h: V →→ {1,...,n}{1,...,n}
g(x) = Ag(x) = Ah(x) h(x) ∀∀ xx∈∈VV
x x ≠≠ y and x y and x ≤≤ y y ⇒⇒ tth(x)h(x) < < tthh(y)(y)



ExampleExample of of occurringoccurring episodesepisodes in in 
anan eventevent sequencesequence

E D F     A      B C E F      C     D     B A D     C    E

30 35 40 45 50

55 60 65

F C     B  E A E C  F         A      D

αα ββ γγ

E F
A
B

A
B

C



ExampleExample of of occurringoccurring episodesepisodes in in 
a windowa window

30 35 40 45 50

E D F     A      B C E F      C     D     B A D     C    E

55 60 65

F C     B  E A E C  F         A      D

αα ββ γγ

E F
A
B

A
B

C



DefinitionsDefinitions: : frequencyfrequency

The The frequencyfrequency of of anan episodeepisode isis the the fractionfraction of of 
windows in windows in whichwhich the the episodeepisode occursoccurs

||{w {w ∈∈W(s,W(s,winwin) | ) | αα occursoccurs in w in w }}||
frfr((αα,,ss,,winwin) =) =

| | W(s,W(s,winwin)) ||
Given a Given a frequency frequency thresholdthreshold min_frmin_fr, , anan episodeepisode αα

isis frequentfrequent ifif frfr((αα,,ss,,winwin)) ≥≥ min_frmin_fr



The taskThe task

WeWe are are interestedinterested toto discoverdiscover allall frequentfrequent
episodesepisodes fromfrom a a givengiven class class εε of of episodesepisodes

The class The class couldcould bebe, , e.ge.g., ., allall parallelparallel episodesepisodes or or allall
serial serial episodesepisodes

FF((ss, , winwin, , min_frmin_fr) ) isis the the collectioncollection of of frequentfrequent
episodesepisodes withwith respectrespect toto s, s, winwin and and min_frmin_fr



AlgorithmAlgorithm 1: 1: findingfinding rulesrules
Input:Input: A set E of event types, an event sequence s over E, a A set E of event types, an event sequence s over E, a 

setset εε of episodes, a window width win, a frequency threshold of episodes, a window width win, a frequency threshold 
minmin——frfr, and a con, and a confifidencedence threshold minthreshold min——conf. conf. 

Output: Output: The episode rules that hold in s with respect to win, The episode rules that hold in s with respect to win, 
minmin——frfr, and min, and min——conf. conf. 

Method: Method: 

1. 1. /* Find frequent episodes (Algorithm 2): */ /* Find frequent episodes (Algorithm 2): */ 

2. compute F(s; win; min2. compute F(s; win; min——frfr); ); 

3. 3. /* Generate rules: */ /* Generate rules: */ 

4. for all4. for all αα ∈∈ F(s; win; minF(s; win; min——frfr) do ) do 

5. 5. for all for all ββ << αα do do 

6. 6. if if frfr((αα))//frfr((ββ) ) >=>= minmin——conf then conf then 

7. 7. output the rule output the rule ββ →→ αα and the conand the confifidencedence
frfr((αα))//frfr((ββ););



ExampleExample of of rulerule

GivenGiven::
ββ < < γγ
fr(fr(ββ) = 4.2 %) = 4.2 %
fr(fr(γγ) = 4.0 %) = 4.0 %

Then:Then:
If we If we havehave A and B in A and B in anyany orderorder thenthen therethere isis a a 
chance of 95% (4.0/4.2) chance of 95% (4.0/4.2) thatthat C C followsfollows in the in the samesame
windowwindow

A and B A and B →→ C (95%)

A
B

A
B

C

ββ γγ

C (95%)



ExampleExample of of rulerule (2)(2)

E D F     A      B C E F      C     D     B A D     C E

30 35 40 45 50

A
B

A
B

C
F C     B E A E C F         A      D

55 60 65

ββ γγ



The idea of WINEPIThe idea of WINEPI

IfIf anan episodeepisode αα isis frequentfrequent in in anan eventevent sequencesequence
s, s, thenthen allall subepisodessubepisodes ββ ≤≤ αα are are frequentfrequent

This is used This is used duringduring the generation of candidate the generation of candidate 
episodesepisodes, , fromfrom smallsmall toto big big episodesepisodes



AlgorithmAlgorithm 2: 2: computecompute F(.,.)F(.,.)
Input: Input: A set E of event types, an event sequence s over E, setA set E of event types, an event sequence s over E, set

εε of episodeof episodess, a window width win, and a frequency threshold , a window width win, and a frequency threshold 
minmin——frfr. . 

Output:Output: The collection F(s; win; minThe collection F(s; win; min——frfr) of frequent episodes. ) of frequent episodes. 

Method:Method:

1. compute C1. compute C11 := := {{α∈εα∈ε | || |αα|=1|=1};};

2. l := 1; 2. l := 1; 

3. while C3. while Cll ≠≠ φφ do do 

4.4. /* Database pass (Algorithms 4 and 5): */ /* Database pass (Algorithms 4 and 5): */ 

5. 5. compute Fcompute Fll := := {{α∈α∈ CCll || fr(fr(αα; s; win) ; s; win) ≥≥ minmin——frfr}}; ; 

6. 6. l := l + 1; l := l + 1; 

7. 7. /* Candidate generation (Algorithm 3): */ /* Candidate generation (Algorithm 3): */ 

8. 8. compute compute CCll := := {{α∈εα∈ε | || |αα|=l|=l and for all and for all β∈εβ∈ε such thatsuch that ββ<<αα
and |and |ββ|<l we have |<l we have β∈β∈FF||ββ| | }}

99. for all l do output F l ; . for all l do output F l ; 



Generation of candidate Generation of candidate episodesepisodes

CCll isis the set the set containingcontaining candidate candidate episodesepisodes of of 
lengthlength l l 

Generation Generation stepstep

FFll isis the set the set containingcontaining allall frequentfrequent episodesepisodes of of 
lengthlength ll

““PruningPruning”” stepstep



AlgorithmAlgorithm 3: candidate 3: candidate episodesepisodes
generationgeneration

Input:Input: A sorted array FA sorted array Fll of frequent parallel episodes ofof frequent parallel episodes of
size l. size l. 

Output:Output: A sorted array A sorted array (C(Cll+1+1) ) of candidate parallelof candidate parallel
episodes of size l + 1. episodes of size l + 1. 



AlgorithmAlgorithm 3: 3: twotwo stepssteps

BuildBuild a a potentialpotential candidate candidate αα asas a a combinationcombination
of 2 of 2 episodesepisodes fromfrom the the samesame blockblock
BuildBuild and test and test subepisodessubepisodes ββ thatthat do do notnot containcontain
αα[y] [y] 



BlocksBlocks
serialsserials / / parallelparallel episodesepisodes

AA
BB
CC
DD

AAAA
ABAB
ACAC
ADAD
BABA
BBBB
BCBC
BDBD
......

AAAAAA
AABAAB
AACAAC
AADAAD
ABAABA
ABBABB
ABCABC
ABDABD
......

AA
BB
CC
DD

AAAA
ABAB
ACAC
ADAD
BBBB
BCBC
BDBD
......

AAAAAA
AABAAB
AACAAC
AADAAD
ABBABB
ABCABC
ABDABD
......



AlgorithmAlgorithm 4: 4: recognizingrecognizing parallelparallel
episodesepisodes

1.1. InitializationInitialization
2.2. RecognitionRecognition

1.1. BringBring in new in new eventsevents toto the windowthe window
2.2. Drop out old Drop out old eventsevents fromfrom the windowthe window



AlgorithmAlgorithm 4: 4: exampleexample

30 35 40 45 50

E D F     A      B C E F      C     D     B A D     C    E

A
B

D, F, A.count = 1

Bring in

B.count:=B.count+1

Look at Contains(B,1)

Drop out

Look at Contains(D,1)

D.count:= D.count-1

If αα.event_count =.event_count =|αα||

αα.inwin=start.inwin=start

If αα.event_count =.event_count =|αα||

αα.freq_count += .freq_count += 
startstart--αα.inwin

αα

.inwin



AlgorithmAlgorithm 5: 5: recognizingrecognizing serial serial 
episodesepisodes

The basic idea The basic idea isis toto havehave anan automatonautomaton forfor eacheach
episodeepisode

Data Data structuresstructures::
(αα,x,x) episode αα isis waitingwaiting forfor xthxth eventevent

WaitWait(A)(A) set of set of episodesepisodes waitingwaiting forfor AA

αα.initialized.initialized[i][i] the the latestlatest initalizationinitalization time of time of anan
automatonautomaton thatthat hashas reachedreached itsits ithith statestate

transitionstransitions set of set of transitionstransitions ((αα,x,t) ,x,t) 

episodeepisode αα gotgot itsits xthxth eventevent at time tat time t



AlgorithmAlgorithm 5: 5: exampleexample

30 35 40 45 50

D   E D F     A      B C E F      C     D     B A D     C       E

Look at Wait(D)

transitions U= {(αα,1,start+win,1,start+win--11)}



ComplexityComplexity

AlgorithmAlgorithm 33 O( lO( l22|F|Fll| log |F| log |Fll| )| )
AlgorithmAlgorithm 44 O( (n+lO( (n+l2 2 )) |C|)|C|)
In In practicepractice, l << n, l << n

AlgorithmAlgorithm 55 O( nO( n |C| l )|C| l )



ExampleExample of of episodesepisodes

A

B

C

γγ’’ γγ’’’’
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