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Preface

This volume contains the papers presented at the first International Workshop on Applications of Mem-
brane Computing, Concurrency and Agent-based Modelling in Population Biology (AMCA-POP 2010)
held in Jena, Germany on August 25th, 2010 as a satellite event of the 11th Conference on Membrane
Computing (CMC11).

The aim of the workshop is to investigate whether formal modelling and analysis techniques could be
applied with profit to systems of interest for population biology and ecology. The considered modelling
notations include membrane systems, Petri nets, agent-based notations, process calculi, automata-based
notations, rewriting systems and cellular automata. Such notations enable the application of analysis
techniques such as simulation, model checking, abstract interpretation and type systems to study sys-
tems of interest in disciplines such as population biology, ecosystem science, epidemiology, genetics,
sustainability science, evolution and other disciplines in which population dynamics and interactions
with the environment are studied. Papers contain results and experiences in the modelling and analysis
of systems of interest in these fields.

The workshop program includes three invited talks by Mats Gyllenberg (University of Helsinki,
Finland), Giancarlo Mauri (University of Milano-Bicocca, Italy), and Jamal Hisham Hashim (UNU-
IIGH, Malaysia). A paper by Giancarlo Mauri and colleagues related with his invited talk is included
in this volume, together with four regular peer-reviewed contributions. The volume contains also two
extended abstracts of poster presentations. Mauri’s paper and the four regular contributions will be
published also in a volume of the EPTCS series (see http://www.eptcs.org/).

We wish to thank the invited speakers, the authors of the contributed papers, the members of the
program committee, the additional reviewers Thomas Anung Basuki, Federico Buti, Paolo Cazzaniga,
Andrzej Mizera, and Ashutosh Trivedi, and the organizers of CMC11 for their contributions and support.
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Metapopulations are models of ecological systems, describing the interactions and the behavior of
populations that live in fragmented habitats. In this paper, we present a model of metapopulations
based on the multivolume simulation algorithm tau-DPP, a stochastic class of membrane systems,
that we utilize to investigate the influence that different habitat topologies can have on the local and
global dynamics of metapopulations. In particular, we focus our analysis on the migration rate of
individuals among adjacent patches, and on their capability of colonizing the empty patches in the
habitat. We compare the simulation results obtained for each habitat topology, and conclude the
paper with some proposals for other research issues concerning metapopulations.

1 Introduction

The field of metapopulations ecology deals with the study of spatial systems describing the behavior of
interacting populations that live in fragmented habitats [17]. The purpose of these models is to understand
how the local and global dynamics of metapopulation systems, usually balanced between local extinc-
tions and new colonizations of unoccupied patches, depend on the spatial arrangement of the habitat.
Consequently, relevant insights into related fields of ecological research, such as evolutionary ecology or
conservation and landscape management, can be achieved. Indeed, the topology of fragmented habitats
potentially holds relevant implications for the persistence of populations, and their robustness against
natural or anthropogenic disturbance [36].

Recently, in addition to ever increasing applications of graph-based methods for the analysis of com-
plex networks in cell biology [1, 2], graph theory has also been applied to the study of metapopulations
systems. In graph models of metapopulations, nodes are usedto represent habitat patches, and graph
edges are used to denote some functional connections between patches (typically related to the dispersal
of individuals). Attributes can be associated to nodes, describing the quality or dimension of patches,
while different types of edges can be exploited to representthe distance between connected patches, the
rate of dispersal between a couple of patches, or simply whether two patches are connected or not.

Metapopulation models using graph-based methods [36, 15] are simple to implement and require
relatively few data for their definition, while individual-based models implement more detailed aspects,
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concerning the nature and the interaction of populations [34, 4]. Both types of modeling approaches are
useful for the analysis of specific features of metapopulations but, while the first focuses on the properties
of the habitat topology, the second is more concerned with the emergent dynamics. In this paper, we
present a stochastic multivolume model of metapopulations, which integrates the explicit representation
of interactions between the individuals of the populations– and therefore allows to simulate the emergent
local and global dynamics – with a graph description of the habitat topology – which allows to investigate
the influence of distinct spatial structures on the dynamics.

This model, which represents a simplified extension of a previous metapopulation model that we
introduced in [7, 6], is based on the multivolume stochasticsimulation algorithm tau-DPP [11, 8], a
stochastic class of membrane systems. Membrane systems, orP systems, were introduced in [27] as a
class of unconventional computing devices of distributed,parallel and nondeterministic type, inspired
by the compartmental structure and the functioning of living cells. The basic model consists of a mem-
brane structure where multisets of objects evolve according to given evolution rules. A comprehensive
overview of P systems and of its many applications in variousresearch areas, ranging from Biology to
Linguistics to Computer Science, can be found in [28, 12, 29].

In tau-DPP, the distinct compartments of any multivolume model can be arranged according to a
specified hierarchy (e.g., a membrane structure), under theadditional assumption that the topological
structure and the volume dimensions do not change during thesystem evolution (each volume is assumed
to satisfy the standard requirements of the classical stochastic simulation algorithm, see [16] and [5] for
more details). Inside each volume, two different types of rules can be defined: theinternal rules, which
modify the objects contained inside the volume where they take place (in the case of metapopulation,
they describe the growth and death of population individuals according to the Lotka-Volterra model of
preys and predators), and thecommunication rules, which are used to move the objects between adjacent
volumes (in the case of metapopulation, they describe the migration of population individuals).

In this paper, tau-DPP is exploited to analyze the emergent dynamics of metapopulation systems,
where the focus is on the influence that the topology of patches has on the migration of individuals, and
their capability to colonize other patches in the habitat. To this purpose, we consider six different habitat
topologies, formally described by graph structures, and analyze how the topological structure of patch-
to-patch connections, and the rate of individual dispersalbetween connected patches, influence the local
and global dynamics of a metapopulation. In particular, we will first consider how a given topology and
a fixed dispersal rate between patches can influence the prey-predators dynamics, and then we will focus
on the colonization of empty patches, starting from the dispersal of predators that live in a few patches
which occupy peculiar positions in the given network topology.

The paper is structured as follows: in Section 2 we present the concept of metapopulations in Ecol-
ogy, and then describe the multivolume model of metapopulations by focusing, in particular, to the
different habitat topologies. In Section 3 we will show the simulation results concerning the influence of
these habitat topologies on the emergent dynamics of metapopulations, considering the effects of preda-
tors dispersal and colonization. Finally, in Section 4 we conclude the paper with some final remarks and
several proposals for further research issues concerning metapopulations.

2 Metapopulations

In this section, we first provide a brief introduction to the most relevant features of metapopulations,
concerning both the topology of the habitats and the emergent dynamics. Then, we describe the modeling
approach used in this paper, that is based on a stochastic class of membrane systems, which will be used
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in Section 3 to analyze the influence of different network topologies on the dynamics of metapopulations.

2.1 Dynamical models of interacting populations in Ecology

Since its introduction in [22], the concept of metapopulations (also calledmulti-patch systems) has been
extensively applied in Ecology to analyze the behavior of interacting populations, to the purpose of deter-
mining how fragmented habitats can influence various aspects of these systems, such as local and global
population persistence, or the evolution of species [18]. Lately, this topic has been largely employed for
other populations species, living in both natural and artificial/theoretical fragmented landscapes [17].

A metapopulation consists of local populations, living in spatially separated habitats calledpatches
– which can be characterized by different areas, quality or isolation – connected each other through a
dispersal pool, which is the spatial place where individuals from a population spend some lifetime during
the migration among patches. In multi-patch systems, two principal types of dynamics exist: on the one
hand, the individuals of the different populations can havelocal interactions inside each patch (according
to a given dynamical model, e.g., the Lotka-Volterra systemof interaction between preys and predators
[25]); on the other hand, the dispersal of individuals amongmutually connected patches can influence
theglobal behavior of the whole system [20, 21, 33, 37]. The dispersal of individuals, which is usually
dependent on the distance between patches, may reduce the local population growth, and thus increase
the extinction risk, which can be due also to environmental and demographical stochasticity. Hence,
the persistence of populations is assumed to be balanced between local extinctions and the process of
colonization, that is, the establishment of new populations in empty patches [17].

Several theoretical frameworks for metapopulation analysis have been defined up to now, remarking
specific properties of multi-patch systems which have been either explicitly or implicitly considered in
these modeling methods (see, e.g., [14, 17, 24, 19] for further details). For instance, referring to the
landscape, most theoretical models take care of the spatialstructure of the habitat, the local quality of
the environment, the patch areas and their mutual connectivity (or isolation), in order to capture the
effect of habitat fragmentation on species persistence. Infact, good local conditions can determine the
growth and the survival of populations inside the patches, and high patch connectivity can decrease local
extinction risk. Moreover, as dispersal and colonization are distance-dependent elements, they can be
used to account for the importance of real landscape structures. Referring to population interactions and
dynamics, colonization can depend or not on the cooperationof migrating individuals (in the first case, it
is called “Allee effect”). Models not accounting for within-patch dynamics – but only assuming whether
a patch is occupied or not – usually consider local dynamics on a faster time scale with respect to the
global dynamics, and also neglect the dependence of colonization and extinction rates on population
sizes. Finally, regional stochasticity can account for “bad” or “good” years over the local environmental
quality, which depends on, e.g., the weather conditions which affect sustenance resource availability and,
once more, they can influence the growth and survival of populations.

Recently, graph-based models for metapopulations have started to be more and more defined be-
cause of the intuitive and visual way they hold for the representation of these ecological systems (see
[36, 23, 35] and references therein). In these models, nodesrepresent habitat patches and graph edges
denote functional connections between patches (typicallyrelated to the dispersal of individuals). In ad-
dition, attributes can be associated to nodes, describing the quality or dimension of patches, and different
types of edges can be adopted to represent the distance between connected patches, the rate of dispersal
between a couple of patches, or simply whether two patches are connected or not. These models allow
to make insights into the features of habitat distribution,such as the predominant importance of some
nodes or clusters of nodes with respect to other characteristics of metapopulation, like their dynamics, the
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vulnerability to disturbance, the persistence of populations according to dispersal, and so on. These re-
sults open promising perspective in related research fieldsas evolutionary ecology, conservation biology,
epidemiology, management and design of natural reserves.

2.2 A P system–based model of metapopulations: focusing on network topologies

Most of the issues discussed in Section 2.1 were explicitly considered in our previous model for metapop-
ulations [6, 7]. In those works, metapopulation models werebased on a class of membrane systems
called DPP [31, 30], which were used to execute qualitative stochastic simulations of the local and
global dynamics of metapopulations. In particular, in [7] we introduced a model of metapopulations
with predator-prey dynamics, where additional features were used in order to catch and better describe
relevant properties of the modeled system. For instance, the regions of the membrane structure were
represented as nodes of a weighted graph with attributes, where the weight associated to edges cor-
responds to the “distance” among connected regions, while attributes specify their surface dimension.
These new features are necessary in order to outline the spatial distribution of patches and the relevant
additional features associated to them: the dimension of a patch is needed to define the density of the
populations living inside that patch, while the distance isneeded to identify isolated patches, as well as to
define the dispersal rates of migrating individuals. Moreover, by using some rules which do not modify
the objects on which they act (the so-called “mute rules”), we modified the classical view of maximal
parallelism, by allowing the maximal application of rules but, at the same time, reducing the maximal
consumption of objects. The model was applied to investigate some emergent metapopulation behaviors,
such as the influence of patch dimension, patch-to-patch distance, stochastic breeding, the dynamics un-
derlying migration and colonization, the effects due to isolated patches, etc. Then, in [6] we extended
the analysis of that model by focusing on periodic resource feeding strategies, and compared different
systems where either increasing, decreasing, stationary or purely feeding stochastic phases were defined
inside each patch. We have shown there, for instance, how theseasonal variance can transform the basic
Lotka-Volterra dynamics inside each patch into a more complex dynamics, where the different phases of
a feeding cycle can be identified through the effect that theyhave on the standard oscillations of preys
and predators.

In this section, we present a simplified model of metapopulations, which exploits the multivolume
stochastic simulation algorithm tau-DPP [11, 5]. With respect to the previous model, here we will not
need to use the concept of mute rules, as the probabilistic choice and applications of rules is already
embedded in the tau leaping algorithm [10], on which tau-DPPis based. Moreover, we will not consider
the presence of the dispersal pool, but we will instead focusour analysis on the direct communication
of individuals among interconnected patches, according tosome fixed network topologies. In order to
compare the influence of each network, we have decided to perform our analysis on a total of 6 patches,
spatially arranged in different ways. Namely, we assume that these network topologies can be described
by graphs having the same number of nodes, but distinct connections, such as the chain, grid, star, ring,
complete or random structure (see graphsa,b,c,d,e, f , respectively, in Fig. 1). From now on, we will
refer to the formal data structure by using the term ‘graph’,and use the term ‘network’ to denote the
topological relationship on each graph.

Formally, each network topologyν ∈ {a,b,c,d,e, f}, can be generally described by a weighted
undirected graphGν = (Nν

∆ ,Eν
,wν) where:

• Nν
∆ is the set of nodes, such that each nodepi ∈Nν

∆ , i=1, . . ., 6, is characterized by a valueδ (pi)∈∆
(with ∆ being a set of attributes of some kind);

• Eν ⊆ {(pi , p j) | pi , p j ∈ Nν
∆} is the set of (undirected) edges between nodes;
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Figure 1: Network topologies.

• wν : Eν → R
+ is the weight function associating a cost to each edge.

In the case of metapopulations, the set of nodesNν
∆ coincides with the set of patches, the attribute

of a node represents the area of the patch, the edges characterize which patches are directly reachable
from any patch (self-edges might exist as well but will not beconsidered in this work), and the weight
wν

i, j of an edge(pi , p j) represents a cost to measure the effort that individuals have to face when moving
from patchpi to p j . Given a network topologyν , we denote byAd j(pi)

ν the set of nodes that are
directly connected to any nodepi, that is, Ad j(pi)

ν = {p j ∈ Nν
∆ | ∃ (pi , p j) ∈ Eν}. We also denote

by deg(pi)
ν the degree of patchpi , that is, the number of patches directly connected topi (formally,

deg(pi)
ν = card(Ad j(pi)

ν)). We outline that, in what follows, we will assume that: (1)wν
i, j = 1 for

each(pi , p j) ∈ Eν and eachν ∈ {a,b,c,d,e, f}, that is, all edges have the same cost; (2)δ (pi) = 1 for
eachpi ∈ Nν

∆ and eachν ∈ {a,b,c,d,e, f}, that is, all patches have the same dimension. The rational
behind this is that, in this paper, we focus our attention on the influence that different topologies of the
habitat network can have on the local and global dynamics of metapopulations, regardless of the local
features of each patch, or of the distances between patches.These features might be naturally added
in further works related to this model, where real data can beused to define a specific model of some
metapopulation systems.

In addition to the chosen network topology, this model of metapopulations also considers the pres-
ence of species individuals, which locally interact according to a chosen dynamics, and give rise to global
dynamics thanks to the dispersal processes. To this purpose, in this paper we assume that each patch is
characterized by the Lotka-Volterra (LV) model describingthe interaction between the individuals of two
populations, namely preys and predators. Inside each patch, the LV model is described by the following
set of internal rules:

r1 : AX→ XX

r2 : XY→YY

r3 : Y → λ

whereX denotes the preys,Y denotes the predators,A denotes the sustenance resources andλ is the
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empty symbol. Rulesr1 and r2 model the growth of preys and predators, respectively, while rule r3

models the death of predators. Each rule is also characterized by a stochastic constants (expressed in
time−1), that is used – together with the current amounts of individuals occurring in the patch – to evaluate
its application probability step by step, according to the tau leaping algorithm (see [10, 11, 8] for more
details). All the simulations shown hereafter have been executed using the following values of stochastic
constants and of initial amount of preys, predators, and sustenance resources:c1=0.1, c2=0.01,c3=10,
X0=Y0=1000,A0=200 (the value ofA is fixed for the entire duration of each simulation). The simulations
have been performed with the software BioSimWare [5], that implements different stochastic simulation
algorithms for both single and multivolume systems. The software is available for free download at
http://bimib.disco.unimib.it/index.php/Software.

In Fig. 2 we show the oscillating dynamics (left side) of preys and predators in the single patch,
obtained with this choice of parameters, and the corresponding phase space (right side). These figures
can be considered as reference to compare and discuss the dynamics obtained in the multi-patch model,
as described in Section 3.
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Figure 2: The Lotka-Volterra dynamics in the single patch: oscillations in preys,X, and predators,Y (left
side), and corresponding phase space (right side).

The single patch model is then extended to a multi-patch model where, inside each patchpi of each
network topologyν , we add as many communication rules as the number of patches connected topi

(that is, a total ofdeg(pi)
ν rules inside each patch). These rules are needed to move population indi-

viduals among the various patches of the network, thus allowing to analyze the effects of migration and
colonization in the metapopulation. This is done by attaching a destination target to each communication
rule, specifying the destination patch, as it is usually done in P systems. Formally, in each patchpi of
networkν , we add the so-calleddispersal rules

rdpj
: Y → (Y, target(p j )),

for eachp j ∈ Ad j(pi)
ν . Similarly to the local rulesr1, r2, r3, the probability of applying each dispersal

rule is determined by using its stochastic constantcdpj
, whose values will be given in the next section to

consider different migration rates.
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3 The influence of network topologies on metapopulation dynamics

In this section we analyze how the topological structure of patch-to-patch connections, and the rate of
individual dispersal between connected patches, influencethe local and global dynamics of a metapop-
ulation. In particular, in Section 3.1 we consider how a given topology and a fixed dispersal rate can
influence the prey-predators dynamics, while in Section 3.2we focus on the capability of colonization
of empty patches, starting from the dispersal of predators living in a few patches which occupy peculiar
positions in the given network topology.

3.1 Network topologies and migration

In this section, we analyze the role of migration and comparethe six network topologies with respect to
four different conditions for the dispersal rules. Namely,we assume that each patch of each topology is
initialized with a complete LV model as given in Section 2.2,where the value of the stochastic constant
cdpj

for the dispersal of predators, in each patchpi ∈ Nν
∆ , can assume one of the following values:

1. cdpj
=1, for eachp j ∈ Ad j(pi)

ν ;

2. cdpj
=10, for eachp j ∈ Ad j(pi)

ν ;

3. cdpj
=20, for eachp j ∈ Ad j(pi)

ν ;

4. cdpj
= 10

deg(pi )
, for eachp j ∈ Ad j(pi)

ν .

By considering the first condition as reference, the power ofdispersal in the second (third) condition is
ten-fold (twenty-fold) the first one, irrespective of the position that patchpi occupies in the considered
network. In other terms, the flux of dispersal from each patch, in the first three conditions, results
amplified by the number of connections that each patch has with respect to the other patches in the
network. On the contrary, the fourth condition correspondsto the situation when, for each patchp j ∈
Ad j(pi)

ν , the sum of the values of constants of dispersal rules inpi is always equal to 10, but the rate
of dispersal along each edge frompi to p j depends on the degree ofpi. For instance, in the network
topology a (Fig. 1), the value ofcdpj

in patchesp0 and p5 is equal to 10, while the value ofcdpj
in

patchesp1, . . ., p4 is equal to 5; in the network topologyc (Fig. 1), the value ofcdpj
in patchp0 is equal

to 2, while the value ofcdpj
in all other patches is equal to 10, and so on. So doing, we can weigh the

dispersal of predators according to the position of each patch in the network, and simulate a situation
where the flux of dispersal from each patch towards its adjacent patches is uniform throughout the whole
network.

For space limits, in Fig. 3 we present the phase spaces of all network topologies, obtained from
simulations of the fourth condition only. For each network,in particular, we show the phase space of the
local dynamics of each patch. The graphics show that, in the case of the chain graph (phase space (a)), the
patches having different degrees are characterized by different dynamics: in fact, patchesp0 andp5 show
a different behavior with respect to the other patches. In addition to the role of patch degree, we can see
that also the position of patches in the graph plays a centralrole: despite the fact that patchesp1, p2, p3

and p4 have all the same degree, the dynamics insidep1 and p4 differs from that of patchesp2 and p3.
This is due to the different power of dispersal rules of theirtwo neighbors, namelycdpj

= 10 in patches
p0, p5, while cdpj

= 5 in patchesp2, p3, which cause a larger flux of predators dispersal towards patches
p1 andp4. The global effect is the presence of three different dynamics (one inp0, p5, another one inp1,
p4, and a third one inp2, p3), all of which are characterized by oscillations inX andY with no regular
amplitudes (compare these phase spaces with the standard LVphase space in the single patch model
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given in Fig. 2, right side, and also with the phase spaces in Fig. 3, graphics (d) and (e)). Furthermore,
we can evidence that these oscillations are characterized by an initial wider amplitude, which is reduced
during time.

Similarly, the dynamics of the patches in the grid graph (phase space (b)) is influenced only by the
number of edges; in this phase space, we can identify two different types of dynamics: one for the patches
with three edges (p1, p4) and another one for those with two connections.

In the star graph (phase space (c)), the LV dynamics endures in all patches apart fromp0, where the
number of preysX collapses to an attractor in zero, and no oscillations according to the LV dynamics
in bothX andY can be established. In this patch, the number of predators fluctuates in a certain range,
because of their dispersal from/to the other patches. Basically, in this condition patchp0, that represents
the center of the star, becomes a local area of the habitat where only dispersal occurs.

The simulations for the ring and complete graphs (phase spaces (d), (e)) show very similar results:
in both cases, all patches in each graph have the same degree (two in the first configuration and five in
the second one), leading to regular oscillations inX andY with almost constant amplitude.

The results concerning the last configuration, the random graph (phase space (f)), show a combination
of the effects described above. In particular, the dynamicsof the patches differ each other depending on
the degree of the patches themselves; moreover, inp4, which is characterized by the highest degree, the
high number of incoming predators (migrating from the four adjacent patches) leads to the extinction of
preys (similarly to what happens in patchp0 of the star graph).

We also tested, for each network topology, the other three conditions listed above. In these cases,
the results have shown that the amplification of the power of dispersal with respect to the patch degree
gives rise to a balance between the incoming and migrating individuals, which leads to comparable LV
dynamics for all networks, with regular oscillations inside each patch (data not shown).

3.2 Network topologies and colonization

In this section, we compare the six network topologies with respect to the capability of colonizing the
empty patches that each network contains, starting from thepatches that contain a complete LV model
and that occupy a peculiar position in that network . We recall that in this work we are considering only
the migration of predators, hence the empty patches are hereby assumed to contain no predators but only
an initial amount of preys. In each networkν , the set of patches initialized with the complete LV model
will be denoted aspν

LV . To test the feature of colonization, we consider four different initial conditions,
hereby denoted as ICk, k=1, . . . ,4, whereY0=0 and:

1. IC1 is characterized bycdpj
=1 andX0=10;

2. IC2 is characterized bycdpj
=1 andX0=100;

3. IC3 is characterized bycdpj
=10 andX0=10;

4. IC4 is characterized bycdpj
=10 andX0=100.

In each given network, all empty patches are initialized with the same chosen condition ICk, besides the
patches in the setpν

LV that are initialized with a standard LV model, having the communication constant
cdpj

equal to the one given in the chosen ICk, and all other parameters as given in Section 2.2.
With this type of analysis, we expect to determine which features of the network topologies are more

relevant with respect to the colonization of empty patches,under a given initial condition. All conditions
have been tested for each network and, for each fixed initial condition, different sets ofpν

LV have been
considered. In the following, for space limits, we present only some results of these simulations, and
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briefly discuss the results obtained in the other analyzed conditions. In each of the following graph,
preys (X) are represented with solid lines, while predators (Y) are represented with dashed lines.

We start by considering the networkν = a, that is, the chain graph. In this case, we present the
results obtained in all the initial conditions IC1, IC2, IC3, IC4, considering three sets of LV patches,
namelypa

LV={p0, p5}, pa
LV={p2} and pa

LV={p0}. In the first case (pa
LV={p0, p5}, shown in Fig. 4) we

can see that, when the power of dispersal is low (IC1, IC2), the time required by the predators to reach
the patchesp2 and p3, which are at the highest distance fromp0 and p5, allows an initial uncontrolled
growth of the preys inp2 and p3, which subsequently undergo extinction as soon as the predators enter
the patch. Such “delay” in the local establishment of a population of predators is the effect that prevent
the formation of the LV dynamics; this effect, as shown hereafter, is a common aspect of all network
topologies. Concerning the chain network, this is more evident in condition IC2, where the initial amount
of preys inside the empty patches is higher than IC1: in this case, the LV dynamics can be established
only in four of the six patches. On the other hand, with the initial conditions IC3 and IC4, the power
of dispersal is sufficient to colonize all of the patches, irrespectively of the numbers of preys that are
initially present in the empty patches and of the position ofthe LV complete patch. Similar results for
the chain network have been obtained in the second analyzed case (pa

LV={p2}, shown in Fig. 5) and in
the third case (pa

LV={p0}, data not shown).
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Figure 4: Colonization in the chain topology, withpa
LV={p0, p5} and initial conditions IC1 (top left), IC2

(top right), IC3 (bottom left), IC4 (bottom right).
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Figure 5: Colonization in the chain topology, withpa
LV={p2} and initial conditions IC1 (top left), IC2

(top right), IC3 (bottom left), IC4 (bottom right).

For the network topologyν = b, that is, the grid graph, we show the results obtained in the cases IC1,
whenpb

LV={p0} (Fig. 6, left side) andpb
LV={p1} (Fig. 6, right side). According to the position of the LV

complete patches in this network topology, we can see that, in the first case, the predators are capable to
colonize patchesp1 andp3, that are directly connected top0, and patchp4, that is directly connected to
both p1 andp3. However, patchesp2 andp5 cannot be colonized. In the second case, the higher degree
of the LV complete patchp1, allows the colonization of all patches. With the initial condition IC2 (data
not shown), in the other tested casespb

LV={p0} andpb
LV={p1}, only the patches directly connected top0

andp1, respectively, are colonized by the predators.

For the network topologyν = c, that is, the star graph, we show the results obtained in the cases
IC1, whenpc

LV={p1} (Fig. 7, left side) andpc
LV={p1, p3} (Fig. 7, right side). According to the position

of the LV complete patches in this network topology, we can see that, in the first case, no patches are
colonized because of the high degree ofp0 (which is the only patch connected top1) that spreads the
predators over the other patches, thus preventing the formation of the LV dynamics. In the second case,
the combined effect of migration fromp1 and p3 allows the colonization of patchp0, which is directly
connected with both of them. We then performed other simulations starting with conditions IC3 and
IC4: in these cases, the higher value ofcdpj

allows the colonization of every patch (except from patchp0)
independently from the initial position of the LV complete patch (data not shown). On the contrary, when
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Figure 6: Colonization in the grid topology, with initial condition IC1 andpb
LV={p0} (left), pb

LV={p1}
(right).
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Figure 7: Colonization in the star topology, with initial condition IC1 andpc
LV={p1} (left), pc

LV={p1, p3}
(right).
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Figure 8: Colonization in the ring topology, withpd
LV={p0} and initial condition IC1 (left) and IC2

(right).
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we assumepc
LV={p0}, that is, the center of the star, then all patches are fully colonized, independently

from the considered initial condition.
For the network topologyν = d, that is, the circular graph, we show the results obtained inthe cases

IC1 and IC2, whenpd
LV={p0} (Fig. 8, left and right sides, respectively). Starting withthe initial condition

IC2, the predators are capable of colonizing only the patches directly connected to the LV complete patch
p0, while in the case IC1, also patchp4 (being at distance 2 from the LV complete patch) is colonized.
These results highlight, in particular, another aspect that was more marginal in the other simulations: the
stochastic nature of the communication process and of the growth of preys, which leads to the extinction
of preys in patchp2, while in patchp4 it drives the local behavior to an oscillatory dynamics.

For the network topologyν = e, that is, the complete graph, we show the results obtained inthe cases
IC1, whenpe

LV={p0} (Fig. 9, left side) andpe
LV={p0, p3} (Fig. 9, right side). While in the second case

– where the LV dynamics is initially placed in two patches – the predators can colonize all patches, in
the first case the colonization of all empty patches fails. Once more, this is an effect of the stochastic
noise combined with the low amounts of predators, which is inturn caused by the fact that the higher the
number of adjacent patches, the lower the number of predators that persist inside each patch. In all other
simulations performed with initial conditions IC3 and IC4,all patches have always been colonized, as
the higher values of dispersal rules assure a more uniform spread of predators throughout the network,
and thus flattens the influence of migration delay (data not shown).

For the network topologyν = f , that is, the random graph, we show the results obtained in the cases
IC1, whenpf

LV={p0} (Fig. 10, left side) andpf
LV={p2} (Fig. 10, right side). According to the position

of the LV complete patches in this network topology, we can see that, in the first case, all patches are
colonized by predators (similar results are obtained by placing the LV complete model in patchp4 – data
not shown). In the second case, patchp5 is not colonized because there is only one path of length 2 which
connects it to the initial complete LV patchp2; the same holds for patchp3, which has distance fromp2

equal to 3. For similar reasons, considering the case of initial condition IC1, with the LV complete model
in patchp3, the only patch that is not colonized by predators isp2 (data not shown). In all the simulations
performed with the initial condition IC2, some of the patches have not been colonized because of the high
amount of preys initially occurring in the patches. On the other hand, with the initial conditions IC3, IC4,
the power of dispersal allows the colonization of all patches (data not shown).
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Figure 9: Colonization in the complete topology, with initial condition IC1 andpe
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LV={p0, p3} (right).
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Figure 10: Colonization in the random topology, with initial condition IC1 andpf
LV={p0} (left),

pf
LV={p2} (right).

4 Discussion

The fragmented habitats of real metapopulations are usually characterized by complex network topolo-
gies. In this paper, we have analyzed six small topologies that can be considered representative of local
areas in a structured habitat, and we have investigated the influence that the degree and the position of
each patch in the topology can have on the migration of individuals, as well as on the capability of col-
onizing empty patches. Our analysis suggests that, with respect to the power of migration (Section 3.1),
we can identify different behaviours that depend on two characteristics of the topology: on a first level,
the local behaviour inside each patch is influenced by its degree. This is especially evident if we compare
the network topology described by the circular or complete graphs, with the topology described by the
star graph: while in the first case (where all nodes have the same degree) all patches are characterized by
a similar (regular) oscillating dynamics, in the second case the most critical node is the center of the star
(which has a much higher degree than all other nodes in the same graph). In the latter case, this patch is
likely to undergo a local modification of its initial dynamics, due to a more higher incoming migration
of individuals from all other adjacent patches. On a second level, assuming in this case that the degree
of nodes is equal, then also the position of each patch in the topology matters: for instance, we have
seen that in the network topology described by the chain graph – where all nodes, besides the ones at
the extremes of the chain, have the same degree – the local dynamics is also influenced by the dynamics
of the adjacent patches in the graph. Therefore, in hypothetical habitats where there exist many patches
connected in a linear way, our results suggest that the length of the chain might have a negative role in
the establishment and in the maintenance of local dynamics.

Considering the feature of colonization (Section 3.2), we have evidenced that, in most network
topologies, the lack of colonization can be due to the delay of migrating predators with respect to the
(uncontrolled) local growth of prey, which then leads to theextinction of preys and the prevention of
the LV dynamics. To effectively measure how strong is the power of the delay, it would be interesting
to understand whether the local growth of preys can be controlled by inducing their death and thus po-
tentially allowing the establishment of oscillations. Besides this aspect deserving further investigations,
our analysis have evidenced that the colonization of empty patches occurs more easily in those patches
that are adjacent to the patch(es) initialized with the LV complete model. Once more, this highlights the
relevance of the position of the patch(es) where standard oscillations in preys and predators are already
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settled at the beginning of the simulation. Indeed, the power of colonization is stronger in the circular
and complete networks – where the position of the LV completepatch is irrelevant (as the spread of mi-
grating individuals throughout the network results uniform), and it is weaker in the star network – where
the position of the LV complete patch is of primary importance (as the spread of migrating individuals
throughout the network strongly depends on whether the patch is placed at the center or at the tips of the
star).

In addition to the investigations that we have presented in this work, further types of analysis that
we plan to perform on metapopulation systems concern, for instance, the study of the aspects considered
in this paper (migration, colonization, network topologies, etc.) by assuming other local and global
dynamics, e.g., the population growth according to the logistic function. Moreover, an interesting issue
that might be investigated is the synchronization of local population dynamics (e.g. by considering the
establishment and decay of oscillations in preys and predators) during migration through a given network
topology, or in the process of colonization.

Concerning the use of graphs, other relevant questions regard the analysis of the dynamics with
respect to graph properties, such as different measures of habitat connectivity (centrality indexes) [13,
26]. In this context, for example, the star graph can resemble the notion of hub (a node with high degree)
in a typical scale-free network, a structure that is known tobe robust to random disturbances but highly
vulnerable to deliberate attacks on the hubs [32, 3].

Another topic of interest concerns the fact that various populations can coexist in a common habitat,
but have distinct (inter)species dynamics or different dispersal capabilities in that habitat [9]. In cases
like this, it would be interesting to construct and analyze different metapopulation models, one for each
target species, according to both the patch-to-patch connections and to the specific population dynamics.
By comparing and intersecting the results obtained on the distinct network topologies of the common
habitat derived in this way, it would be possible to determine the locations of the habitat that are most
important for each species, and thus aid the design of natural reserve systems where we can have the
most appropriate solution for all species in terms of the maximal improvement of dispersal (reduction
of species isolation) and the minimal spread of disturbances (diseases, pathogens, invasive species, etc.)
[36].

We believe that our modeling approach opens interesting perspectives and can represent an useful tool
for the investigation of a wide range of properties in metapopulation systems. We expect that applications
of this model to real cases – characterized by complex habitat networks (where each patch possesses its
own features of quality, occupancy, connectivity) and different population dynamics – will aid in the
achievement of important results and new perspective in Ecology.
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[29] G. Păun, G. Rozenberg & A. Salomaa, editors (2010):The Oxford Handbook of Membrane Computing.
Oxford University Press.

[30] D. Pescini, D. Besozzi, G. Mauri & C. Zandron (2006):Dynamical probabilistic P systems. International
Journal of Foundations of Computer Science17(1), pp. 183–204. Available athttp://dx.doi.org/10.
1142/S0129054106003760.

[31] D. Pescini, D. Besozzi, C. Zandron & G. Mauri (2006):Analysis and simulation of dynamics in probabilistic
P systems. In: N. Pierce A. Carbone, editor:Proc. of 11th International Workshop on DNA Computing,
DNA11, 3892. LNCS, London, ON, Canada, pp. 236–247. Available athttp://www.springerlink.com/

content/7p7653442111r273/?p=832da88ca13a4d75be122f548c3b0df6&pi=18.

[32] S. H. Strogatz (2001):Exploring complex networks. Nature410, pp. 268–276. Available athttp://tam.
cornell.edu/SS_exploring_complex_networks.pdf.

[33] A. D. Taylor (1990):Metapopulations, dispersal, and predator-prey dynamics:an overview. Ecology71(2),
pp. 429–433. Available athttp://www.esajournals.org/doi/abs/10.2307/1940297.

[34] J. M. J. Travis & C. Dytham (1998):The evolution of dispersal in a metapopulation: a spatiallyex-
plicit, individual-based model. Proceedings of the Royal Society of London. Series B: Biological Sciences
265(1390), pp. 17–23. Available athttp://dx.doi.org/10.1098/rspb.1998.0258.

[35] D. Urban & T. Keitt (2001):Landscape Connectivity: A Graph-Theoretic Perspective. Ecology82(5), pp.
1205–1218. Available athttp://dx.doi.org/10.2307/2679983.

[36] D. L. Urban, E. S. Minor, E. A. Treml & R. S. Schick (2009):Graph models of habitat mosaics. Ecology
Letters12, pp. 260–273. Available athttp://dx.doi.org/10.1111/j.1461-0248.2008.01271.x.

[37] W. W. Weisser, V. A. A. Jansen & M. P. Hassell (1997):The effects of a pool of dispersers on host-parasitoid
systems. Journal of Theoretical Biology189, pp. 413–425. Available athttp://dx.doi.org/10.1006/
jtbi.1997.0529.

http://dx.doi.org/10.1111/j.1523-1739.2007.00871.x
http://dx.doi.org/10.1111/j.1523-1739.2007.00871.x
http://dx.doi.org/10.1016/j.ecolmodel.2004.04.019
http://dx.doi.org/10.1016/j.ecolmodel.2004.04.019
http://scitation.aip.org/getabs/servlet/GetabsServlet?prog=normal&id=SIREAD000045000002000167000001&idtype=cvips&gifs=yes
http://scitation.aip.org/getabs/servlet/GetabsServlet?prog=normal&id=SIREAD000045000002000167000001&idtype=cvips&gifs=yes
http://dx.doi.org/10.1006/jcss.1999.1693
http://dx.doi.org/10.1142/S0129054106003760
http://dx.doi.org/10.1142/S0129054106003760
http://www.springerlink.com/content/7p7653442111r273/?p=832da88ca13a4d75be122f548c3b0df6&pi=18
http://www.springerlink.com/content/7p7653442111r273/?p=832da88ca13a4d75be122f548c3b0df6&pi=18
http://tam.cornell.edu/SS_exploring_complex_networks.pdf
http://tam.cornell.edu/SS_exploring_complex_networks.pdf
http://www.esajournals.org/doi/abs/10.2307/1940297
http://dx.doi.org/10.1098/rspb.1998.0258
http://dx.doi.org/10.2307/2679983
http://dx.doi.org/10.1111/j.1461-0248.2008.01271.x
http://dx.doi.org/10.1006/jtbi.1997.0529
http://dx.doi.org/10.1006/jtbi.1997.0529


To appear in:
AMCA-POP 2010 – Electronic Proceedings in Theoretical Computer Science (EPTCS)

Modelling the Dynamics of anAedes albopictusPopulation

Thomas Anung Basuki Antonio Cerone
International Institute for Software Technology (UNU-IIST)

United Nations University, Macau SAR China

anung@iist.unu.edu antonio@iist.unu.edu

Roberto Barbuti Andrea Maggiolo-Schettini Paolo Milazzo
Dipartimento di Informatica
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We present a methodology for modelling population dynamicswith formal means of computer sci-
ence. This allows unambiguous description of systems and application of analysis tools such as
simulators and model checkers. In particular, the dynamicsof a population ofAedes albopictus(a
species of mosquito) and its modelling with the Stochastic Calculus of Looping Sequences (Stochas-
tic CLS) are considered. The use of Stochastic CLS to model population dynamics requires an
extension which allows environmental events (such as changes in the temperature and rainfalls) to
be taken into account. A simulator for the constructed modelis developed via translation into the
specification language Maude, and used to compare the dynamics obtained from the model with real
data.

1 Introduction

In the last few years many formalisms have been defined to model biological systems at molecular
and cellular levels [3, 9, 13, 22, 23]. These formalisms allow unambiguous description of systems and
application of analysis tools, such as simulators and modelcheckers.

Among these formalisms the Calculus of Looping Sequences (CLS) [3] seems to be applicable to
other classes of biological systems. CLS is based on term rewriting, in which terms may represent simple
biological structures and compartments, and rewrite rulesmay represent very general events. Moreover,
a stochastic extension of CLS has been defined, called Stochastic CLS [2], which allows the dynamics
over time of the described system to be studied [6,7].

In this paper we deal with the problem of modelling population dynamics with formal means of
computer science. Many aspects of population dynamics, such as births, deaths and interaction of indi-
viduals, can be modelled by using Stochastic CLS. Other aspects related to environmental events, such
as changes in climatic conditions, require an extension of the formalism. In this paper we define such an
extension and use it to model the dynamics of a population ofAedes albopictus.

Aedes albopictus(Skuse), or Asian tiger mosquito, is a species indigenous tothe oriental region, but
it is now widespread in many countries throughout the world.It is an aggressive mosquito, which causes
nuisance and it is well known as an important disease vector [19].
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A simulator for the constructed model is developed via translation into the specification language
Maude [12], and used to compare the dynamics obtained from the model with real data.

There are a number of other approaches to the modelling of population dynamics with formal means
of computer science [5,10,20]. Barbutiet al.[5] extend P systems with features typical of timed automata
with the aim of describing periodic environmental events such as changes of seasons. Cardonaet al. [10]
propose a modelling framework based on P systems and apply itto the modelling of the dynamics of
some scavenger birds in the Pyrenees. McCaig, Norman and Shankland [20] present a process algebraic
approach to the modelling of population dynamics. With respect to these proposals we believe that our
approach allows a finer modelling of environmental events. Moreover, thanks to the extensions of the
tools already developed for Stochastic CLS, it offers meansfor accurate analysis of phenomena.

2 Stochastic CLS

Calculi of Looping Sequences (CLS class) is a class of formalisms introduced in Milazzo’s PhD the-
sis [21] for modelling biological systems. The first formalism of the class to be defined, the Full Calcu-
lus of Looping Sequences (Full CLS) uses 4 operators: sequencing, parallel composition, looping and
containment. The parallel composition operator has the typical semantics as in other formalisms such as
theπ-Calculus and Brane Calculi. Sequencing is inspired by the sequential structure of several macro-
molecules such as DNA. The looping operator is always applied together with the containment operator
and supports the modelling of membrane-like structures. Animportant language of the CLS class is
Stochastic CLS, which supports the modelling of quantitative aspects of biological systems such as time
and probabilities.

We start by introducing the syntax of sequences and terms, the basic building blocks of Stochastic
CLS.

Definition 1. Sequences S and Terms T are defined as follows:

S ::= ε
∣

∣ S·S
∣

∣ a T ::= S
∣

∣

(

T
)L

⌋ T
∣

∣ T | T

whereε represents the empty sequence and a∈ E . We denote the set of all terms withT , and the set of
all sequences withS .

We assume the existence of a possibly infinite set of symbolsE . The parallel composition operator
| is used to model a mixture of elements. The application of thelooping and containment operator to
two termsT1 andT2, denoted by

(

T1
)L

⌋ T2, models structureT2 within a compartment surrounded by
structureT1. StructureT1 is called theloop partandT2 is called itscontent part.

The behaviour of a biological system is modeled by means of transitions between terms. This is done
by applyingrewrite rules, that are described by twopatterns, to be instantiated by terms, and arate that
defines the frequency with which the rule is applied.

Definition 2. Let TV be an infinite set of term variables ranged over by X,Y,Z, . . . Term Patterns TP
and Patterns P are defined as follows:

TP ::= S
∣

∣

(

P
)L

⌋ P
∣

∣ TP | TP P ::= TP
∣

∣ TP | X

where X∈ TV. We denote withP the set of all patterns. We denote with Var(P) the set of variables in
P.



20 Modelling the Dynamics of anAedes albopictusPopulation

Definition 3. An instantiationis a partial functionσ : TV → T . We denote withΣ the set of all possible
instantiations. Given P∈P, we denote with Pσ the term obtained by replacing all variables X∈Var(P)
with σ(X).

Definition 4. A rewrite ruleis a triple (PL,k,PR), denoted with PL
k
7→PR, where PL,PR ∈ P, k∈ R and

such that Var(PR) ⊆Var(PL).

Definition 5. A biological system is a pair(T,R), where T is a term representing the initial state of the
system andR is a set of rewrite rules that represent the potentialeventswhich may occur in the system.

Interactions between populations in a biological or ecological system occur through some kind of
reactions, which may be biochemical reactions at molecularlevel or changes in organisms’ development
in ecosystems. To perform in silico analysis of a biologicalor ecological system, the behaviour of the
system must be simulated (in silico experiment). The problem of simulating chemically reacting system
was stated by Gillespie [17]. We generalise Gillespie’s formulation of the problem to any biological or
ecological system as follows.

A volume or environmentV contains a mixture ofN speciesS1, . . . ,SN which can inter-
react throughM reaction channels (R1, . . . ,RM). Given the initial numbers of individuals
(molecules or organisms) of each species, what will these population levels be at any later
time?

Gillespie consider time evolution of a reacting system as discrete and stochastic. In Gillespie’s Stochastic
Simulation Algorithm [16], the state of the system is represented by a vectorx = X(t)= (X1(t), · · · ,XN(t)),
whereXi(t) represents the number ofSi individuals inV at time t. Gillespie assumed that for every
reaction channelRj , there is a constantc j such thatc jdt is the average probability that a particular com-
bination of reactant individuals inRj will react accordingly in the next infinitesimal time interval dt. To
calculate the probability that a reactionRj will occur inV in the next infinitesimal time interval (t, t +dt),
we must multiplyc jdt by the total number of distinct combinations of individualsin V at timet that are
reactants ofRj . Let us denote such number byh j (x). Gillespie defines thepropensity function aj (x) for
reactionRj as the product ofh j (x) andc j , such thata j (x) dt is the probability that oneRj reaction will
occur in the next infinitesimal time interval [t, t +dt).

Gillespie defines a Direct Method to implement his Stochastic Simulation Algorithm [17]. This
version of Gillespie’s SSA is defined as follows.

Algorithm 1. Let {R1, . . . ,RM} be a set of rewrite rules,X1, . . . ,XN be numbers ofN categories of
individuals,maxtimebe the time limit for the duration of the simulation.

Step 0 Initialise simulation timet to 0. Compute propensityai for every rewrite ruleRi .

Step 1 Compute the time incrementτ .

Step 2 Increase simulation timet by time incrementτ .

Step 3 If t > maxtimethen stop. Otherwise select the next rule indexµ .

Step 4 Execute ruleRµ and update numbersX1, . . . ,XN of N categories of individuals and propensities
ai for all rewrite rulesRi affected by the application ofRµ accordingly. Return toStep 1.

Gillespie showed in his paper [17] that the time when next reaction occurs (timet + τ calculated at
Step 2 when reactionRµ selected at Step 3 occurs) is exponentially distributed with parametera0(x) =
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∑M
i=1 ai(x). Gillespie used a general Monte Carlo method calledinversion methodto compute the expo-

nentially distributedτ andµ from two uniformly distributed random numbers as follows:

τ =
1

a0(x)
ln(

1
r1

) (1)

µ = the integer f or which
µ−1

∑
v=1

av(x) < r2a0(x) ≤
µ

∑
v=1

av(x) (2)

wherer1, r2 are two real values uniformly distributed over interval [0,1] generated by a random number
generator.

In previous work Basuki, Cerone and Carvalho [6] extended Algorithm 1 to handle compartment
selection. This is useful when we have to simulate a biological system with multi-compartments as is
the case for molecular reactions occurring within cells. Such a modified version of the Direct Method is
described as follows.

Algorithm 2. Let {R1, . . . ,RM} be a set ofM rewrite rules,X1, . . . ,XN be numbers ofN categories of
individuals,maxtimebe the time limit for the duration of the simulation.

Step 0 Initialise simulation timet to 0. Compute propensityai for every rewrite ruleRi .

Step 1 Compute the time incrementτ .

Step 2 Increase simulation timet by time incrementτ .

Step 3 If t > maxtimethen stop. Otherwise select the next rule indexµ and the indexθ of the compart-
ment in which ruleRµ will occur.

Step 4 Execute ruleRµ in the compartment with indexθ and update numbersX1, . . . ,XN of N cate-
gories of individuals and propensitiesai for all rewrite rulesRi affected by the application ofRµ
accordingly. Return toStep 1.

Since reactions are confined within compartments, we need toextend Gillespie’s algorithm to choose
in which compartment reactionRµ should occur. LetC be the number of compartments andXi

k the
number of individuals of kindSk in the i-th compartment. We defineXk = ∑C

i=1Xi
k.

Let ai
j be the propensity of reactionRj occurring inside thei-th compartment. Thenai

j is defined as
the product ofc j by the numberhi

j of distinct combinations of reacting individuals of reaction Rj within

the i-th compartment. We definea j = ∑C
i=1 ai

j . If t is the current simulaton time, thent + τ represents the

time at which next reaction occurs, withτ exponentially distributed with parametera0 = ∑M
j=1a j . Time

incrementτ is calculated as in Alghorithm 1. The indexµ of the reaction that occurs at timet + τ and
the indexθ of the compartment in which such reaction occurs are calculated as follows:

(µ ,θ) = the integers for which
µ

∑
j=1

θ−1

∑
i=1

ai
j < r2a0 ≤

µ

∑
j=1

θ

∑
i=1

ai
j (3)

wherer2 is a random real number which is uniformly distributed over interval [0,1].

3 Extending Stochastic CLS

The evolution of a system modelled by using Stochastic CLS isentirely characterised by the rewrite
rules, which determine the occurrence of events in the system. In this way the set of rewrite rules
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predicts all events that may occur. This works well for biological systems, where all events are caused
by biochemical reactions which are governed by precise laws.

In ecological systems, instead, we need to deal with environmental events, whose cause is often un-
known or depends on a very complex combination of factors, which are external to the system itself. For
example the dynamics of a population of a given species depends not only on the interaction with other
species within the same ecosystem, such as predators, preysand competitors, but also on the occurrence
of environmental events such as climatic events (i.e. variation of temperature and rainfalls) and events
related to habitats (i.e. tree clearing, desiccation of a water container, pollution, hunting and human set-
tlement). Therefore, we assume the existence of a list of external events, with information about the
time when these events occur. The occurrence of an external event may modify some environmental
information which affects the ecosystem evolution, such astemperature, volume of water, desiccation,
level of pollution. Moreover, the list of external events may change dynamically. For instance, an initial
desiccation event for a water container will be removed fromthe list after the occurrence of a rainfall
event, and will be replaced with a new desiccation event witha later desiccation time.

We extend Stochastic CLS by introducing a listE of external events. The events in listE are sorted in
increasing order based on the time they are scheduled to occur. When an external event occurs it updates
information in the system state. The updated information may be then used by rewrite rules.

In general, the environment is organised as several nested compartments, each associated with spe-
cific environmental information, which is relevant to the specific ecosystem we are modelling and may
be modified by the occurrence of external events. We further extend Stochastic CLS by attaching en-
vironmental information to the looping operator. This is similar to the extension of Stochastic CLS to
Spatial CLS [4], in which spatial information is added to thelooping operator and sequence.

Definition 6. TermsT, Nonparallel TermsC, SequencesS andEnvironmental InformationI are given
by the following grammar:

T ::= Cn
∣

∣ T | T C ::= S
∣

∣

(

T
)L

I ⌋ T

S ::= ε
∣

∣ a
∣

∣ S·S I ::= λ
∣

∣ a : V
∣

∣ I I

where a is a generic element ofE , ε represents the empty sequence,λ represents the empty environmental
information, V represents the information value and n∈ N. We denote withT , C , S andI the infinite
set of terms, nonparallel terms, sequences and environmental information, respectively.

Note that in Definition 6 we have introduced a notation to group identical nonparallel terms together.
For instance,C5 is equivalent toC |C |C |C |C.

Events in event listE update environmental information in the system state. Every element ofE is
a triple (NE,VE, tE), whereNE is the name of the event,VE is a value that will be used to update the
information field related to this event andtE is the time at which this event is scheduled to occur. We
assume the existence of an event handler algorithm which will handle the update of the term representing
the system state due to the occurrence of an event(NE,VE, tE).

To run the simulation using the extended version of Stochastic CLS, we need to modify the version
of Gillespie’s Direct Method [17] defined in Algorithm 2. In modelling population dynamics we have to
deal with the same problem we encounter at cellular level: reactions occur in compartments. Therefore,
we extend the Direct Method for multi-compartments described in Algorithm 2 with additional steps to
handle the execution of external events from the event list.After computing the time of the next rewrite
rule, we need to compare this time with the time of the first event in the list, and execute the event with
earlier occurrence time. We propose the modified version of Direct Method as follows.
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Algorithm 3. Let {R1, . . . ,RM} be a set of rewrite rules,X1, . . . ,XN be numbers ofN categories of
organisms,E be a list of events andmaxtimebe the time limit for the duration of the simulation.

Step 0 Initialise simulation timet to 0. Compute propensityai for every rewrite ruleRi .

Step 1 Compute the time incrementτ . Let (NE,VE, tE) be the first event fromE with NE the name of the
event,VE the value needed to update the system state andtE the occurrence time of the event.

Step 2 If tE < t +τ then sett to tE and then call the event handler algorithm to handle the new event and
return toStep 1. Otherwise increase simulation timet by time incrementτ .

Step 3 If t > maxtimethen stop. Otherwise select the next rule indexµ and the indexθ of the compart-
ment in which ruleRµ will occur.

Step 4 Execute ruleRµ in the compartment with indexθ and update numbersX1, . . . ,XN of N cate-
gories of organisms and propensitiesai for all rewrite rulesRi affected by the application ofRµ
accordingly. Return toStep 1.

The event handler algorithm is specific to the external events occurring in the system. This algorithm
updates system state and list of external events and recomputes the propensities that have been affected
by the change of system state.

The simulation is affected by the propensity of every rewrite rule. Propensity depends on the number
of individuals in the population and the rule rate constant.External factors from the environment affect
propensity values. In general, we cannot associate a rule rate constant with each rewrite rule, because
the value of the rule rate depends on environmental information, which changes according to external
events. Since environmental information is incorporated in terms, to model the rule rate we associate
with that rule a functionf ranging over terms.

Definition 7. Let TV be an infinite set of term variables ranged over by X,Y,Z, . . ., IV be an infinite
set of information variables ranged over by x,y,z, . . . and NV be an infinite set of natural number vari-
ables ranged over by q, r,s, . . . Information Patterns IP, Term Patterns TP and Patterns P aredefined as
follows:

IP ::= I
∣

∣ I | x CP ::= S
∣

∣

(

T
)L

IP ⌋ P TP ::= CPq
∣

∣ TP | TP P ::= TP
∣

∣ TP | X

where X∈ TV x∈ IV and q∈ NV. We denote withP the set of all patterns. We denote with Var(P) the
set of variables in P.

Definition 8. Theinstantiationis a partial functionσ : TV∪ IV ∪NV → T ∪I ∪N such thatσ(TV)⊆
T , σ(IV ) ⊆ I and σ(NV) ⊆ N. We denote withΣ the set of all possible term instantiations. Given
P∈ P, we denote with Pσ the term obtained by replacing all variables X∈Var(P) with σ(X).

Definition 9. A rewrite ruleis a 4-tuple ( fc,PL,PR, f ), usually written as

[ fc] PL
f
7→ PR

where fc : Σ →{true, false}, Var(PR) ⊆ Var(PL), and f : T → R
≥0.

The left pattern matches a portion of the term that models thesystem by using an instantiation func-
tion σ ∈ Σ. This portion of the system must also satisfy the constraintfunction fc to enable the rule to be
applied. A rate functionf associated with the rule will be applied toPLσ . After the rule is applied,PLσ
is substituted byPRσ .

Definition 10. An ecosystem is a triple(T,R,E), where T is a term representing the initial state of the
system,R is a set of rewrite rules that represent the potentialinternal eventswhich may occur in the
system, and E is a list ofexternal events.
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4 Modelling the Population Dynamics ofAedes albopictus

We use the formalism developed in the previous section to model Aedes albopictuspopulation dynamics.

4.1 Modelling Information about a Mosquito

We model each mosquito by using a looping and containment operator with a parallel composition of
symbols representing information about the mosquito in thecontent part and a symbola in the loop part.
The information in the content part consists of the current development phase of the mosquito and an
indicator of whether the mosquito has sucked blood or not. Inour approach we only model females,
assuming equal numbers of males and females in the population. In this way we do not need to model
gender in the information of a mosquito.

Aedes albopictusgoes through 4 development phases in its life cycle: egg, larva, pupa, and adult.
The larval stage is divided into 4instars [8]. The adult stage is divided into 8gonotrophic cycles[14].
A gonotrophic cycle is a cycle in the adult life which consists of three phases called Beklemishev
phases [18]: search for a host and blood-feeding, digestionof the blood and egg maturation, search
for a suitable oviposition site and oviposition. We use symbols Egg, Larva, PupaandAdult to denote
the 4 development phases. Since larva phase is divided into 4instars, we use symbols 1, ..., 4 to represent
instars. Analogously, we use symbols 1, ..., 8 to represent gonotrophic cycles.

An adult mosquito needs blood before ovipositing eggs. We model this phenomenon by adding
symbol Blood to the content part of the looping and containment operator defining the mosquito to
represent an adult mosquito that has sucked blood. The number of Blood symbols in the content part
indicates how many times that mosquito has sucked blood. Forinstance we represent 3 adult mosquitoes
at gonotrophic cycle 1 that have sucked blood twice and 5 larvae at instar 1 phase using the following
term:
((a)L

λ ⌋ (Adult | 1| Blood2))3 | ((a)L
λ ⌋ (Larva | 1))5.

4.2 Modelling Compartments

In Stochastic CLS compartments are modelled by using looping-containment operators. As we have seen
in Definition 6 compartments play an important role in our approach, because environmental information
is attached to them.

Aedes albopictus, like other species of mosquitoes, spends its immature stages in water. In particular,
Aedes albopictusprefers to lay eggs outdoors [11]. Its natural breeding places are small, restricted, and
shaded water collections surrounded by vegetation. In urban areas, many man-made containers such as
tin cans, pots, tires and bottles are usually stored outdoors and collect rainfall water, and thus become
ideal breeding places [15]. AdultAedes albopictusneeds to suck blood before ovipositing. However,
Aedes albopictusonly sucks blood during daytime. Moreover, during immaturestages, the duration of
the stage is affected by temperature while death rate is affected by population density. We can therefore
define an outermost environmental compartment (we call itenvironment), with the value of average
daily temperature and daytime/nighttime as relevant environmental information, inside which there are
several other compartments where immature mosquitoes live(we call themcontainers). Population
density in one container is defined as the number of individuals inside the container divided by the
water volume in the container. Therefore, relevant environmental information for a container includes
not only temperature but also water volume and desiccation time. Typical external events are sunrise
and sunset, which determine switching between daytime and nighttime, temperature changes, which
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affect desiccation time by reducing the volume of water inside the containers and, as a result, increases
population density, and rainfalls, which increase the level of water in containers where mosquitoes live,
so decreasing the population density.

Each kind of compartment has different environmental information. The outermost compartment
is the environment, to which we need to attach information about current temperature and daylight.
Therefore, environment is modelled by a term

(En)L
Temp:VTemp Daylight:VDaylight

⌋ (T)

whereVTemp is a real number representing the current temperature,VDaylight is a boolean representing
whether it is daylight time andT is the term representing the population ofAedes albopictus.

ImmatureAedes albopictuslive in small containers, modelled by using looping-containment oper-
ators with symbolC inside the loop part. For each container we attach the following environmental
information:

• an index to identify each container, to be used for container selection by Algorithm 3;

• the volume of water inside the container, to be used to compute population density;

• container temperature;

• three population density thresholds, to be used in the computation of death rates of mosquitoes
living in the container;

• container desiccation time.

If NC is the number of containers in our model, we use natural numbers in [1,NC] to identify containers.
We model the volume of water in an abstract way by classifyingcontainers asf ull , hal f− f ull and
empty. Population density thresholds, which are used to classifythe population density in a container
and set the death rates accordingly will be defined in Section4.3. Desiccation, or decrease of water, in
a container is a process that depends on the characteristic of the container. A desiccation time, which
measures how many days are needed to reduce the volume of water in a container, is assigned to each
container. Container desiccation time will be defined in Section 4.4. As an example, term

Containers ::= (C)L
ind:1 Temp:10 Vol:emptyφ1:100 φ2:250 φ3:300 DTime:2.0 ⌋ ε |

(C)L
ind:2 Temp:10 Vol: f ull φ1:50 φ2:125 φ3:150 DTime:1.0 ⌋ ε

defines two containers, one identified by number 1, with no water, population density thresholds 100,
250 and 300, and desiccation time 2 days, and one identified bynumber 2, full of water, with population
density thresholds 50, 125 and 150, and desiccation time 1 day.

A population of immature and adultAedes albopictusindividuals is modelled as a parallel composi-
tion of looping and containment operators, each with symbolC inside the loop part to model a specific
container and a parallel composition of looping and containment operators (with symbola inside the loop
part) inside the content part to model the immature mosquitoes living inside that container, and looping
and containment operators with symbola inside the loop part to model the adultAedes albopictusin-
dividuals living in open space. The whole population is thenput inside another looping-containment
operator with symbolEn inside the loop part, which models the environment in which the population
lives. In this way we model the environment in which a population lives as the outermost compartment
of the Stochastic CLS term that models the biological systemof interest.
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Given the two containers defined above, a daytime environment at a temperature of 10◦ C with a
population of 8 adult mosquitoes at the first gonotrophic cycle, 5 of which have sucked blood twice and
3 of which haven’t sucked blood, and 2 empty containers is defined as follows.

Pop ::= (En)L
Temp:10 Daylight:true ⌋ (AdultPop|Containers)

AdultPop ::= ((a)L
λ ⌋ (Adult|1|Blood2))5 | (a)L

λ ⌋ (Adult|1))3

We assume that the temperature in all containers is the same as the temperature in the environment. Prop-
agations of temperature changes in the environment to the containers are handled by the event handler
algorithm as we will explain in Section 4.4.

4.3 Modelling Internal Events

We have seen in Section 4.1 that the lifecycle ofAedes albopictusconsists of the following 14 stages: egg,
larva (instar 1–4), pupa and adult (8 gonotrophic cycles). Internal events describe transitions between
some of these stages as well as other events occurring at a specific stage. We identify 29 internal events
and we model the effect of each of them on the system by a rewrite rule:

Rule R1 egg hatch

Rules R2–R4 transitions between instars

Rule R5 pupation

Rule R6 adult emergence

Rule R7 blood sucking

Rules R8–R15oviposition at each gonotrophic cycle

Rules R16–29death at each stage of the life cycle (14 events)

Rules R1–R5, which model transitions between immature development stages, rule R6, which mod-
els the transition from the last immature development stageto the first adult stage, and rules R16–R21,
which model the death events in such stages, are shown in Figure 1.

The duration of an immature stage depends on temperature andis measured in degree-days. Degree-
days for each immature stage is defined as the number of days ittakes for an individual in that stage to
develop at 1◦C above the minimum temperature for development (MTD) [1]. Following this definition,
we define the values of temperature in the environmental information as the difference between the actual
temperature and MTD.

If di is the average duration of thei-th development stage, then the rate constant of the rule modelling
the transition from stagei to the next stage is 1/di . This is true if there are no other events occurring
during this stage. For every immature development stage we define one rule for the transition to the next
stage and another one for the death event. Rate functions fortransitions in immature stages and death
events are computed by multiplying 1/di by survivability rate ati-th stage and by death rate ati-th stage,
respectively. We assume that the sum of death rate and survivability rate at one development stage is
equal to one. Since the duration of an immature stage dependson temperature, the rate is then multiplied
by the difference between the current temperature and MTD. The death rate at an immature stage is
defined locally for each container and depends on the population density of the container. We classify
the population density in a container into 4 classes of density: sparse, normal, crowded and overcrowded.
We define 3 thresholds to be used to classify density:φ1,φ2 andφ3. These three thresholds are part of the
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(C)L
x ⌋

(

Y|(a)L
λ ⌋ (Egg|X)

) f17−→ (C)L
x ⌋

(

Y|(a)L
λ ⌋ (Larva|1|X)

)

(R1)

(C)L
x ⌋

(

Y|(a)L
λ ⌋ (Larva|1|X)

) f27−→ (C)L
x

(

Y|(a)L
λ ⌋ (Larva|2|X)

)

(R2)

(C)L
x ⌋

(

Y|(a)L
λ ⌋ (Larva|2|X)

) f37−→ (C)L
x ⌋

(

Y|(a)L
λ ⌋ (Larva|3|X)

)

(R3)

(C)L
x ⌋

(

Y|(a)L
λ ⌋ (Larva|3|X)

) f47−→ (C)L
x ⌋

(

Y|(a)L
λ ⌋ (Larva|4|X)

)

(R4)

(C)L
x ⌋

(

Y|(a)L
λ ⌋ (Larva|4|X)

) f57−→ (C)L
x ⌋

(

Y|(a)L
λ ⌋ (Pupa|X)

)

(R5)

(C)L
x ⌋

(

Y|(a)L
λ ⌋ (Pupa|X)

) f67−→ (C)L
x ⌋Y | (a)L

λ ⌋ (Adult|1|X) (R6)

(C)L
x ⌋

(

(a)L
λ ⌋ (Egg|X) |Y

) f167−→ (C)L
x ⌋Y (R16)

(C)L
x ⌋

(

(a)L
λ ⌋ (Larva|1|X) |Y

) f177−→ (C)L
x ⌋Y (R17)

(C)L
x ⌋

(

(a)L
λ ⌋ (Larva|2|X) |Y

) f187−→ (C)L
x ⌋Y (R18)

(C)L
x ⌋

(

(a)L
λ ⌋ (Larva|3|X) |Y

) f197−→ (C)L
x ⌋Y (R19)

(C)L
x ⌋

(

(a)L
λ ⌋ (Larva|4|X) |Y

) f207−→ (C)L
x ⌋Y (R20)

(C)L
x ⌋

(

(a)L
λ ⌋ (Pupa|X) |Y

) f217−→ (C)L
x ⌋Y (R21)

Figure 1: Rewrite rules for the immature stages ofAedes albopictus

environmental information attached to each container. Therate functions for rules R1–R6 and R16–R21
are computed as follows:

fi((C)L
I ⌋

(

T
)

) =







VTemp·(1−DR(i,n,VVol,Vφ1,Vφ2,Vφ3))

DD(i) if i ∈ [1,6]

VTemp·DR(i−15,n,VVol,Vφ1,Vφ2,Vφ3)

DD(i−15) if i ∈ [16,21]
(4)

where

• i is the index of the rewrite rule,

• I = ind:k Temp:VTemp Vol:VVol φ1:Vφ1 φ2:Vφ2 φ3:Vφ3 DTime:VDTime is the environmental
information attached to the container to which ruleRi is applied,

• VTempis the container temperature,

• DR( j,n,VVol,Vφ1,Vφ2,Vφ3) is the death rate function at immature stagej for the container which
containsn immature mosquitoes, with density thresholdsφ1,φ2,φ3 and contains a volumeVVol of
water,

• DD( j) represents the duration of stagej in degree-days.

We use 4 classes of population density (sparse, normal, crowded and overcrowded) to define death
rate in our model. We use the following assumptions for all containers:

• threshold values used to classify population density in a container are defined for the case in which
the container is full of water,

• the baseline death rate of stagei is the death rate of the population in a container whose population
density is normal,
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• when population in one container is overcrowded or there isno more water in the container only
death events can occur, so the death rate is set to 1,

• death rate increases by 20% above the baseline death rate ifpopulation density is crowded,

• death rate decreases by 20% below the baseline death rate ifpopulation density is sparse,

• when a container is only half full, the values of thresholdsused to classify the population density
are divided by 2.

We define the death rate functionDR : N×N×E ×N×N×N→ R as follows:

DR( j,n,V,φ1,φ2,φ3) =































1 if V is empty
1 if V is f ull andn≥ φ3

1.2 ·BDR( j) if V is f ull andφ2 ≤ n < φ3

BDR( j) if V is f ull andφ1 ≤ n < φ2

0.8 ·BDR( j) if V is f ull andn < φ1

DR( j,2n, f ull ,φ1,φ2,φ3) if V is hal f− f ull

(5)

whereBDR( j) is the baseline death rate for phasej of the life cycle,n is the number of immature
mosquitoes in the container,φ1,φ2,φ3 are the container density thresholds andV is the volume of water
in the container.

The adult life of anAedes albopictusis divided into 8 gonotrophic cycles. Every gonotrophic cy-
cle consists of two internal events: blood sucking and oviposition. The oviposition (the sixth internal
event) is also a transition from one gonotrophic cycle to thenext gonotrophic cycle. Figure 2 shows
the rewrite rules modelling blood-sucking and ovipositionevents. RuleR7 models the blood sucking by
adult mosquitoes. All adult mosquitoes have the same probability of sucking blood. We assume that a
mosquito always sucks a constant amount of blood. To oviposit, the amount of blood sucked by an adult
female must be above a threshold (represented byϕ in rules R8–R15).

Rules R8–R15 model the oviposition for the 8 gonotrophic cycles of the mosquito. We assume that
all adults die after ovipositing at the 8th gonotrophic cycle. The number of eggs any female can produce
in each gonotrophic cycle is between 45 and 80. This number declines over age. We model this by
defining functioneggs, for each gonotrophic cyclej of the mosquito.

eggs( j) =















40 if j = 1 30 if j = 5
37 if j = 2 27 if j = 6
35 if j = 3 25 if j = 7
32 if j = 4 22 if j = 8

(6)

Although the number of eggs produced by a female mosquito at the j-th gonotrophic cycle is between 45
and 80,eggs( j) only returns half of this value to take into account that we only model female individuals.

Finally figure 3 shows rules R22–R29, which model the death atevery adult stage. Rule rates for
rules R7–R15 and R22–R29 are defined as follows:

fi =



















1
d(i) if i = 7

(1−BDR(i))
d(i) if i ∈ [8,15]

BDR(i−14)
d(i−14) if i ∈ [22,29]

(7)

whered(i) is the duration of stagei andBDR(i) is the death rate at stagei.
All rules presented in this section are implemented by usingMaude rewrite laws.
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(En)L
Daylight:true x ⌋ (Y|(a)L

λ ⌋ (Adult|X|Bloodq))
f77−→

(En)L
Daylight:true x ⌋ (Y|(a)L

λ ⌋ (Adult|X|Bloodq+1)) (R7)

[q > ϕ ] (En)L
x ⌋ (Y|(a)L

λ ⌋ (Adult|1|X|Bloodq)|(C)L
y ⌋ Z)

f87−→ (En)L
x ⌋

(Y|(a)L
λ ⌋ (Adult|2|X)|(C)L

y ⌋ (Z|((a)L
λ ⌋ (Egg|X))eggs(1)) (R8)

[q > ϕ ] (En)L
x ⌋ (Y|(a)L

λ ⌋ (Adult|2|X|Bloodq)|(C)L
y ⌋ Z)

f97−→ (En)L
x ⌋

(Y|(a)L
λ ⌋ (Adult|3|X)|(C)L

y ⌋ (Z|((a)L
λ ⌋ (Egg|X))eggs(2)) (R9)

[q > ϕ ] (En)L
x ⌋ (Y|(a)L

λ ⌋ (Adult|3|X|Bloodq)|(C)L
y ⌋ Z)

f107−→ (En)L
x ⌋

(Y|(a)L
λ ⌋ (Adult|4|X)|(C)L

y ⌋ (Z|((a)L
λ ⌋ (Egg|X))eggs(3)) (R10)

[q > ϕ ] (En)L
x ⌋ (Y|(a)L

λ ⌋ (Adult|4|X|Bloodq)|(C)L
y ⌋ Z)

f117−→ (En)L
x ⌋

(Y|(a)L
λ ⌋ (Adult|5|X)|(C)L

y ⌋ (Z|((a)L
λ ⌋ (Egg|X))eggs(4)) (R11)

[q > ϕ ] (En)L
x ⌋ (Y|(a)L

λ ⌋ (Adult|5|X|Bloodq)|(C)L
y ⌋ Z)

f127−→ (En)L
x ⌋

(Y|(a)L
λ ⌋ (Adult|6|X)|(C)L

y ⌋ (Z|((a)L
λ ⌋ (Egg|X))eggs(5)) (R12)

[q > ϕ ] (En)L
x ⌋ (Y|(a)L

λ ⌋ (Adult|6|X|Bloodq)|(C)L
y ⌋ Z)

f137−→ (En)L
x ⌋

(Y|(a)L
λ ⌋ (Adult|7|X)|(C)L

y ⌋ (Z|((a)L
λ ⌋ (Egg|X))eggs(6)) (R13)

[q > ϕ ] (En)L
x ⌋ (Y|(a)L

λ ⌋ (Adult|7|X|Bloodq)|(C)L
y ⌋ Z)

f147−→ (En)L
x ⌋

(Y|(a)L
λ ⌋ (Adult|8|X)|(C)L

y ⌋ (Z|((a)L
λ ⌋ (Egg|X))eggs(7)) (R14)

[q > ϕ ] (En)L
x ⌋ (Y|(a)L

λ ⌋ (Adult|8|X|Bloodq)|(C)L
y ⌋ Z)

f157−→

(En)L
x ⌋ (Y|(C)L

y ⌋ (Z|((a)L
λ ⌋ (Egg|X))eggs(8)) (R15)

Figure 2: Rewrite rules for blood-sucking and oviposition events ofAedes albopictus

4.3.1 Implementation Strategies

Since we use Maude to implement our model, which mosquito is chosen in the application of rule R7
depends on the strategy implemented in Maude. To guarantee fairness we implement our own strategy
in choosing the mosquito with the smallest number of blood sucking times first.

All adult mosquitoes in a given development stage that have sucked enough blood have the same
probability of ovipositing. Therefore we consider one rulefor each development stage (rules R8–R15).
We have to deal with the same problem (of choosing the mosquito to oviposit) as in rule R7. To guarantee
fairness we define a strategy of choosing the mosquito, basedon how many times the mosquito has
sucked blood. As a consequence of the strategy defined for rule R7 the number of times a mosquito
sucks blood is proportional to the time spent in adult stages. Our strategy will choose the mosquito with
the biggest number of blood sucking times of ovipositing first.

We also implement a strategy for choosing the container in which a mosquito oviposits. This strategy
randomly chooses the container in which the mosquito oviposits.

The three strategies we have defined in this section have a different purpose from the strategy defined
by Basuki, Cerone and Milazzo [7], which was used to choose which rewrite rule to apply during a
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(En)L
x ⌋ (Y|(a)L

λ ⌋ (Adult|1|X))
f227−→ (En)L

x ⌋Y (R22)

(En)L
x ⌋ (Y|(a)L

λ ⌋ (Adult|2|X))
f237−→ (En)L

x ⌋Y (R23)

(En)L
x ⌋ (Y|(a)L

λ ⌋ (Adult|3|X))
f247−→ (En)L

x ⌋Y (R24)

(En)L
x ⌋ (Y|(a)L

λ ⌋ (Adult|4|X))
f257−→ (En)L

x ⌋Y (R25)

(En)L
x ⌋ (Y|(a)L

λ ⌋ (Adult|5|X))
f267−→ (En)L

x ⌋Y (R26)

(En)L
x ⌋ (Y|(a)L

λ ⌋ (Adult|6|X))
f277−→ (En)L

x ⌋Y (R27)

(En)L
x ⌋ (Y|(a)L

λ ⌋ (Adult|7|X))
f287−→ (En)L

x ⌋Y (R28)

(En)L
x ⌋ (Y|(a)L

λ ⌋ (Adult|8|X))
f297−→ (En)L

x ⌋Y (R29)

Figure 3: Rewrite rules for death events in adult phases ofAedes albopictuslife cycle

simulation. Instead, the strategies defined in this sectionare used to choose which portion of the term
that models the system state matches the lefthand side of a rewrite rule.

4.4 Modelling External Events

External events are events that cannot be controlled by the system. These events are usually used to
model changes in the environment that affect the population. Every event is modelled as a triplet(N,V,t),
where the event nameN is used to distinguish the kind of event, the event valueV is used to update the
environmental information in the system state and the eventtimet is the time when the event is scheduled
to occur. Event names and values will be explained in the nextparagraphs. Event timet is a non-negative
real number and measures time in days. The integer part oft represents the day and the fractional part
represents the time of the day at which an event should occur.For instancet = 1.5 means that the event
is scheduled to occur on day 1 at 12 pm, andt = 4.125 means that the event is scheduled to occur on day
4 at 3 am.

As explained in Section 4.2, for each container there are seven kinds of environmental information
in our model: container index, container temperature, volume of water in the container, three container
thresholds for population density and container desiccation time. External events must deal with these
kinds of environmental information. We define four kinds of event: light change event, change of tem-
perature, desiccation, and rainfall. Light change events are scheduled twice a day, one at sunrise and
another at sunset.

A sunrise event changes theDaylight information associated with the environment fromf alse to
true. A sunset event changes theDaylight information fromtrue to f alse. A change of temperature
event updates temperature in all compartments. A desiccation event updates the volume of water in a
specific container. A rainfall event updates the volume of water in all containers. Container indices are
used by the event handler algorithm to handle all events thatoccur. Population density thresholds are
used to compute propensity after population density in one container is updated due to the occurrence of
a desiccation or a rainfall event. Container desiccation time is used to schedule new desiccation events
due to the occurrence of a desiccation or a rainfall event.

A light change event is modelled as a triplet(Light,V, t). The time when the sun rises and the time
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when the sun sets depend on the position of a place on the earthand the time of the year. ValueV
determines whether the event is sunrise (V = sunrise) or sunset (V = sunset) event. For instance in a
place where in a winter day the sun rises at 8 am and sets at 5 pm,the sunrise event on day 1 is modelled
as a triplet(Light,sunrise,1.33) and the sunset event on the same day is modelled as(Light,sunset,1.71).

Temperature affects the duration of immature phases of the mosquito development. We model a tem-
perature change as a triplet(Temp,VTemp, t), which is interpreted as the event of setting the temperature
to a new valueVTempstarting from timet. We consider only the average daily temperature. We schedule
one temperature change event every day at midnight. So a triplet (Temp,10,3.0) means that the average
temperature on day 3 is 10◦C above the MTD ofAedes albopictus.

The desiccation event is modelled as a triplet(Desic, i, t) which is interpreted as a desiccation in the
container with indexi at time t. We assume that the desiccation time depends on container type and
measure this time as the number of days needed to reduce the water volume by one level (fromf ull to
hal f− f ull or from hal f− f ull to empty). Initially, we introduce one event for each container in list L
scheduled according to the desiccation time of the container to which it refers. Every time a desiccation
event occurs and the container is not yet empty, another desiccation event is scheduled to reduce the
water volume to the next level. For instance, if the system state is represented as:

(En)L
I ⌋ ((C)L

ind:1 Vol:empty DTime:2.0 I ′ ⌋ T ′ |(C)L
ind:2 Vol: f ull DTime:1.5 I ′′ ⌋ T ′′)

whereI , I ′ andI ′′ represent part of environmental information which is not relevant for desiccation events,
T ′, T ′′ are terms representing population of Aedes albopictus inside container 1 and 2, respectively, and
the first event in listE is (Desic,2,1.0), then at time 1.0 the system state becomes

(En)L
I ⌋ ((C)L

ind:1 Vol:empty DTime:2.0 I ′ ⌋ T ′ |(C)L
ind:2 Vol:hal f− f ull DTime:1.5 I ′′ ⌋ T ′′) .

The event(Desic,2,1.0) is removed from and a new desiccation event(Desic,2,2.5) is added to listE.
In our model we only consider containers stored outdoors. Inthis way, rainfalls are scheduled events

that increase the water volume level in all containers. Rainfalls are assumed to be prescheduled initially.
Every time a rainfall event occurs, all desiccation events have to be removed from the list and new
desiccation events should be added. We classify rainfalls as heavyandlight. A heavy rainfall increases
the water volume level of all containers tof ull . A light rainfall increases the water volume level of all
containers fromemptyto hal f− f ull or from hal f− f ull to f ull . The rainfall event is modelled as a
triplet (Rain, lev, t) which represents a rainfall event with levellev (heavyor light) starting at timet. For
instance, if the system state is represented as:

(En)L
I ⌋ ((C)L

ind:1 Vol:empty DTime:2.0 I ′ ⌋ T ′ |(C)L
ind:2 Vol:hal f− f ull DTime:1.5 I ′′ ⌋ T ′′)

and listE contains three events(Rain, light,1.25), (Desic,2,1.5) and(Desic,1,2.0), then at time 1.25
the system state becomes

(En)L
I ⌋ ((C)L

ind:1 Vol:hal f− f ull DTime:2.0 I ′ ⌋ T ′ |(C)L
ind:2 Vol: f ull DTime:1.5 I ′′ ⌋ T ′′)

The three events are removed from the list and two new desiccation events(Desic,2,2.75) and
(Desic,1,3.25) are added to the list.

The event handler algorithm is very simple. Given a listE of events,NC containers and a termT that
represents the system state, the algorithm removes the firstevent(NE,VE, tE) from E and performs the
different actions decribed above according to the value ofNE ∈ {Light,Temp,Desic,Rain}. The removal
of the first event from the list and the subsequent actions areimplemented by using Maude rewrite laws.
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Figure 4: Temperature and Rainfall in Massa Carrara, Italy

4.5 In silico Experiment and Analysis

As already mentioned, we have implemented our model in Maude. We have then run a simulation by
using data collected during May–November 2009 in the province of Massa-Carrara (Tuscany, Italy) in
11 CO2 mosquito traps. The 11 traps have captured a total of 3535Aedes albopictusindividuals, and
have been checked at the following dates: 8 May (4 Aedes a.), 15 May (25 Aedes a.), 19 May (81 Aedes
a.), 5 June (33 Aedes a.), 18 June (167 Aedes a.), 3 July (360 Aedes a.), 14 July (561 Aedes a.), 29 July
(381 Aedes a.), 19 August (486 Aedes a.), 3 September (471 Aedes a.), 19 September (276 Aedes a.),
23 September (292 Aedes a.), 14 October (398 Aedes a.). Note that traps need to be charged withCO2

in order to work, and that the charge allows the trap to work for one day. Hence, data refer to captures
of mosquitoes in one day for each considered date. This way ofsampling mosquito populations follows
standard practice.

Figure 4 shows the climatic data (temperature in °C and rainfalls in mm) during May–November
2009 in Massa-Carrara province. In our simulation we use 8.8◦C as MTD [24] and 11 containers. Each
container has carrying capacity of 100–250 organisms and desiccation time between 4.5 and 9.0 days.

In our simulation we initialise the population with 4 adult mosquitoes (which equals the number of
adult mosquitoes collected on 8 May 2009) and 10 immature mosquitoes in each of the 11 containers,
6 eggs, 2 instar-1 larvae, 1 instar-2 larva and 1 instar-3 larva. The water volume level in each container
is initially set to half-full. We also set initial desiccation events according the desiccation times of the
containers. Lett0 be the time when the simulation starts andDTi be the desiccation time of container
identified by indexi, then we set initial desiccation events at timet0 +DTi for i = 1 to 11.

Figure 5 shows the result of our simulation compared with thepopulation sampling produced by us-
ing the 11 traps. We can notice some differences between the simulation results and the field sampling.
For example, the number of mosquitoes in the sampling decreases between 19 May and 5 June, whereas
in the simulation such number rapidly increases. This probably happens because of the coarse classifi-
cation of rainfalls in our model: a very tiny rainfall, with neglectable effect in reality, which occurs just
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Figure 5: Comparison of in silico simulation (dark line) with data sampled from mosquito traps (light
line)

before 19 May, is classified as light rain and, as a result, increases the level of water of the containers in
the simulation. This may indicate that we need to improve ourmodel by using a finer classification of
rainfalls.

The number of mosquitoes captured in traps rapidly increases from 18 June to 14 July, probably due
to rainfalls. However, no population growth is shown by the simulation during that period. This may be
due to an overweighed effect that temperature decrease has in our model on immature stage duration and
death rates. It may also be due to too small values for dessication times used in our model.

In the simulation the effect of the heavy rainfalls that occur just before 19 September immediately
causes a population increase on 23 September, but the subsequent decrease in rainfalls and heavy de-
crease in temperature lead to a population decrease on 14 October. In the field sampling, instead, pop-
ulation samples keep increasing from 19 September to 14 October. This difference might indicate that
decrease of rainfalls and temperature take a longer time in reality to affect the population growth than
in our simulation. This might be again due to too small valuesfor dessication times used in our model.
Moreover, a decrease in temperature might cause a slower desiccation, a phenomenon that is not consid-
ered in our model.

5 Conclusions

We have presented an extension of the Calculus of Looping Sequences aimed at describing population
dynamics and ecosystems. The extension consists in allowing a list of external events to be provided
by the modeller in order to describe environmental events such as changes in the climatic conditions.
The modeller has also to provide an event handler algorithm that is used by the simulation algorithm
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associated with the extended formalism. The event handler algorithm is invoked every time an external
event is planned to occur and it changes the simulation statein accordance with the type of the considered
event.

We have used the extended formalism to give a model of a population of Aedes albopictus, an ag-
gressive mosquito that is well known as an important diseasevector. A simulator for this model has been
developed via translation into the specification language Maude. We have compared results of simula-
tions of our model with real data obtained from the sampling of mosquitoes during May-November 2009
in the province of Massa-Carrara (Tuscany, Italy). Since changes in the temperature and rainfalls have a
significant effect on the mosquito population dynamics, we have exploited data on such environmental
events (in the same area and the same period of the sampling ofmosquitoes) to construct a list of external
events for the model.

The results of our simulations show some differences from the real data. However, these differences
seem to be motivated by some restrictive modelling choices that could be revised in order to construct an
improved and finer model. Improvements to the model are hencepart of our future work, which includes
also

• modelling of populations of other disease vector mosquitos such asAedes aegypti;

• study of dynamics of populations in other geographic areas;

• study of different control policies to the mosquito population.

It would be particularly interesting to study the effects ofevents such as periodic cleaning of containers
and use of pesticides on the mosquito population to choose the most promising control policy. Such a
policy could then be experimented in the field, and the results obtained could be used to further validate
the model. A method to choose the best mosquito population control policy would be of interest in
particular in those areas in which such mosquitoes act as vectors of diseases.
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We define an individual-based probabilistic model of a sole (Solea solea) behaviour. The individual
model is given in terms of an Extended Probabilistic Discrete Timed Automaton (EPDTA), a new
formalism that is introduced in the paper and that is shown to be interpretable as a Markov decision
process. A given EPDTA model can be probabilistically model-checked by giving a suitable transla-
tion into syntax accepted by existing model-checkers. In order to simulate the dynamics of a given
population of soles in different environmental scenarios, an agent-based simulation environment is
defined in which each agent implements the behaviour of the given EPDTA model. By varying the
probabilities and the characteristic functions embedded in the EPDTA model it is possible to repre-
sent different scenarios and to tune the model itself by comparing the results of the simulations with
real data about the sole stock in the North Adriatic sea, available from the recent project SoleMon.
The simulator is presented and made available for its adaptation to other species.

1 Introduction

Ecosystems are composed of living animals, plants and non-living structures that exist together and
interact with each other. Fish are part of the marine ecosystem and interact closely with their physical,
chemical and biological environment. They are inter-dependent with the ecosystem that provides the
right conditions for their growth, reproduction and survival. Conversely, they are a source of food for
other animals and form an integral part of the marine food web.

The fishing activity impacts both on the fish stocks and on the ecosystem within which they live.
The Ecosystem Approach to Fisheries (EAF) [17] recognises that fisheries have to be managed as part
of their ecosystem and that the impact on the environment should be limited as much as possible. Part
of this approach is the fish stock assessment. A “stock” is a population of a species living in a defined
geographical area with similar biological parameters (e.g. growth, size at maturity, fecundity etc.) and
a shared mortality rate. Its aim is to provide information to managers on the state and life history of
the stocks. This information is used into the decision making process. Stock assessment can be made
using mathematical and statistical models to examine the history of the stock and to make quantitative
predictions in order to address the following questions: 1) What is the current state of the stock? 2)
What has happened to the stock in the past? 3) What will happen to the stock in the future if different
management choices are made? Fisheries employs a wide variety of recognised assessment models and
statistical methods to assess the stocks of fish. If we know about the stock size (biomass) and the biology
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of the fish stock, we can estimate how many fish can be safely removed from the stock in order to ensure
a sustainable resource.

Using the data from a recent research project [15, 16] on the common sole (Solea solea), it was
possible to obtain new information on the biology of this fish. These data are the input of mathematical
models based on equations determining the stock assessment of this species. This makes possible to
regulate the fishing effort in order to avoid overfishing. In this work we want to introduce a somewhat new
way of addressing fish dynamic population modelling and fish stock assessment. The main characteristic
of our approach is that it is individual-based, that is to say, every single individual of the population under
study is considered as an independent entity and the dynamics of the overall population living in a given
environment emerges from the individual interactions and behaviours. Every aspect of the population
can then be observed and measured in a simulation environment. This last aspect permits the tuning and
the validation of the individual model by using existent experimental data.

Since systems biology was proposed as a challenge of a new way of understanding biology, it has
involved biologists, physicians, mathematicians, physicists, computer scientists and engineers. In par-
ticular, in the computer science community a lot of models, languages, approaches and methodologies
have been applied in a biological context, and several formalisms have been specifically developed for
describing different aspects of biological systems. In [7], authors extend P systems with features typical
of timed automata with the aim of describing periodic environmental events such as seasons or periodical
hunts/harvests. In [13] it is proposed a modelling framework based on P systems and it is applied to the
modelling of the dynamics of some scavenger birds in the Pyrenees. This model considers information
about the feeding of the population. In [6], a spatial extension of P systems is introduced and an example
of the evolution of ring species, based on small changes between geographically contiguous populations,
is modelled. Authors of [25] present a process algebraic approach to the modelling of population dynam-
ics. Currently no time characterisation can be provided of the modelled biological environment because
the calculus has not a notion of time. Stamatopoulou et al. provide, in [28] and [29], models based
on X-machines and P systems for biological-inspired systems such as colony of ants or bees, flocks of
birds and so on. Besozzi et al. [10] model metapopulations (which are ecological models describing
the interactions and the behaviour of populations living in fragmented habitats) by means of dynamical
probabilistic P systems where additional structural features have been defined (e.g., a weighted graph as-
sociated with the membrane structure and the reduction of maximal parallelism). Such a work effectively
uses many regions to model an ecological system, thus it really exploits the advantages of the membrane
structure. In [18] authors model the behaviour of a bee colony as a society of communicating agents act-
ing in parallel and synchronising their behaviour. Two models are provided: one is based on P systems
while the other is based on X-machines but no tool, thus no actual results, are available to compare the
behaviour of the two models. Finally, in an older work of Bahr and Bekoff [5] authors model a flock
in terms of cellular automata; although interesting, theirs work concentrates only on the vigilance of the
flock and how it is affected by internal and external factors (such as flock size, number of obstacles and
so on).

The individual-based vision is quite natural in the computer science world, since notions such as
process, component, activity, flow, interaction all can be easily related to an executor or a virtual entity.
When adapting these notions to a biological scenario it is natural to reason in terms of entities that
“do something” and probably collaborate to make the whole system function well. On the other side,
biologists have often a view that abstracts from single entities preferring to reason in terms of aggregated
variables, for which a continuous domain can be adopted and that are related by differential equations
(ODE, PDE). Consequently, the available data from observations and experiments follow this way of
thinking and are not directly interpretable in an individual-based setting. To bridge the gap there is the
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Figure 1: A simple EPDTA.

need to develop methodologies and software systems that make the two worlds interact and somehow
work in synergy to transport the advantages of each view into the other and vice versa.

In this paper we define a formalism called Extended Probabilistic Discrete Timed Automata (EPDTA)
that is a variant of probabilistic timed automata [23]. It simplifies the time domain, that is discrete, but
introduces integer and boolean variables in the state. The formalism is shown to be interpretable as a
Markov decision process and also easily translatable to a syntax that is accepted by the probabilistic
model-checker PRISM [20, 22]. A model of the behaviour of the common sole (Solea solea) living
in the North Adriatic sea is then given in terms of an EPDTA by using available data from a recent
project [15, 16]. After the individual behaviour is defined we introduce a simulation environment that
is agent-based and derives from the one developed in [26]. Essentially, it creates a Multi-Agent System
(MAS) in which every agent represents a sole whose internal (probabilistic) behaviour is given by the
individual model. The MAS permits a precise monitoring of all the events occurring in the virtual square
kilometre of sea that is simulated. The simulator, called FIShPASs (FIshing Stock Probabilistic Agent-
based simulator), is available [2] and easily adaptable to simulate other species.

The paper is organised as follows: Section 2 defines EPDTAs and gives their semantics as a Markov
decision process. Section 3 shows a particular EPDTA representing the individual behaviour of a sole
living in the North Adriatic sea. Section 4 introduces the simulator as a MAS in which each agent
implements the individual probabilistic behaviour described in Section 3 and shows the preliminary
simulation results that have to be tuned/validated using the real observation data available form the
SoleMon project. Section 5 concludes, describing some future work.

2 Extended Probabilistic Discrete Timed Automata

In this section we introduce EPDTAs, a variant of probabilistic timed automata that we need for our
purpose. We then show that an automaton of this kind can be interpreted as a Markov decision process
and that can be translated easily into one handled by the model checker PRISM [20, 22].

Briefly, a timed automaton (TA) [4] is an automaton equipped with real-valued clock variables and
such that transitions are guarded by clock constraints. The control flows from a state to another instanta-
neously if and only if the guard of that transition is enabled. Each transition has an action associated and
can reset some clocks. While the control stays in a state, time elapse i.e. clock values increase. Possible
conditions in states, called invariants, can prevent the passage of time forcing the control to exit from
that state with one of the enabled transitions.

Following the approach of [11], probability has been introduced into timed automata yielding prob-
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abilistic timed automata (PTA) [8, 23]. In this case every transition from a state has a clock constraint as
a guard, but then the action, reset and destination state is given by a finite probability distribution. Thus,
every step of a PTA consists in a resolution of non-determinism among different enabled transitions, pas-
sage of time included, followed by a probabilistic choice of the action, reset and destination according to
the given distribution.

An EPDTA is essentially a PTA with the set N of natural numbers as time domain and in which
the locations are enriched with a finite set of boolean and finite-range integer variables. Clocks, that
are considered similar to integer variables with range [0,∞], grow at discrete steps of length 1. We also
add a subset of actions that are called urgent and that must be executed as soon as they are enabled.
The motivation of these variants are essentially given by the peculiarities of the models of individuals in
ecosystems: their state-changes are typically modelled in terms of transitions that happen at a time scale
of years, months and, in the finer grain, weeks. Thus, there is no need of continuous time. Moreover,
each individual has some characteristics, e.g. age, sex, length, weight, fertility, last time of reproduction,
etc. that are easily representable by integer (with finite range) and boolean variables and that influence
its behaviour. Last characteristic of this meta-model is a constant MAX TIME ∈ N that represents the
maximum number of time steps that the automaton can perform. This means that each clock has, actually,
a range [0,MAX TIME]. Since this constant can be chosen arbitrarily large, this requirement does not limit
the generality of the meta-model both if it is used in a simulation environment and if it is used for model
checking. On the other hand it permits to give a finite range to all variables of the model, clocks included.

Now we define in detail the syntax and the semantics of EPDTAs. This part is quite technical and
can be skipped by the non-familiar reader. Section 3 will present the model of the Solea solea behaviour
as a particular EPDTA that can be quite intuitively understood even without knowing all the technical
details. The idea of clock variables is central in the framework of timed automata and it is imported in
our meta-model. A clock is a variable that takes values from the set N. Clocks measure time as it elapses,
all clocks of a given system advance at the same pace and clock variables are ranged over by x,y,z, . . .
We use X ,X ′, . . . to denote finite sets of clocks. A clock valuation over X is a function assigning a natural
number to every clock. The set of valuations of X , denoted by VX , is the set of total functions from X to
N. Clock valuations are ranged over by ν ,ν ′, . . .. Given ν ∈ VX and n ∈ N, we use ν + n to denote the
valuation that maps each clock x ∈ X into ν(x)+n.

Clock variables, like other variables, can be assigned during the evolution of the system when certain
actions are performed. The assignment consists in instantaneously set the value of a variable to a new
value. Clock variables are always assigned to 0, i.e. they are reset. Immediately after this operation a
clock restarts to measure time at the same pace as the others. The reset is useful to measure the time
elapsed since the last action/event that reset the clock. Given a set X of clocks, a reset γ is a subset of X .
The set of all resets of clocks in X is denoted by ΓX and reset sets are ranged over by γ,γ ′, . . . Given a
valuation ν ∈VX and a reset γ , we let ν\γ be the valuation that assign the value 0 to every clock in γ and
assign ν(x) to every clock x ∈ X\γ .

We need also to consider a finite set B of boolean variables, ranged over by b,b′, . . ., a finite set I of
integer variables, ranged over by v,v′, . . ., together with a range assignment function range : I← Z×Z
such that if range(v) = (z1,z2) then z1 ≤ z2. Finally, we need a finite set F of totally specified functions,
ranged over by f , f ′, . . ., that we use as tables in which constants values are collected and where then
they can be retrieved by applying each function to values in its domain (essentially they are tables of
probability values or array of constants). Such tables can contain rational numbers. If they are involved
in integer operations they are rounded to the closest integer.

The grammars introduced in the following define the syntax of a first-order language in which very
usual functions and relations are present. The language can express boolean and arithmetic expres-
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sions. Moreover, we define a syntax for expressing assignments to variable of corresponding type, clock
constraints and guards. Bexp ::= tt | ff | b | Bexp∧Bexp |∼ Bexp | Aexp = Aexp | Aexp <= Aexp |
Aexp < Aexp | (Bexp), Aexp ::= z | v | f (Aexp,Aexp, ...)1 | Aexp+Aexp | Aexp∗Aexp | Aexp−Aexp |
Aexp/Aexp2 | Aexp%Aexp3 | (Aexp) where z ∈ Z. Assignments are of the form Assign ::= b← Bexp |
v← Aexp | Assign,Assign. Boolean expressions are ranged over by β ,β ′, . . ., arithmetic expressions are
ranged over by α,α ′, . . . and assignments are ranged over by η ,η ′, . . .. The timed behaviour of the system
is expressed using constraints on the actual values of the clocks. Given a set X of clocks, the set ΨX of
clock constraints over X is defined by the following grammar: ψ ::= true | false | x #c | x−y # c | ψ ∧ψ

where x,y ∈X , c ∈ N, and # ∈ {<,>,≤,≥,=}. Finally, guards, ranged over by g,g′, . . . are defined
as Guard ::= ψ | Bexp | Guard ∧Guard. As usual, we use the name of the syntactic category to de-
note the set of the generated objects. Thus, for instance, Guard represents the set of all strings that are
well-formed guards.

Given sets B, I, we define an interpretation ι as a function assigning a value to every variable in B and
I. By means of an interpretation ι we can evaluate a boolean expression β or an arithmetic expression α

in the standard sense; we denote with Eι(β ) the boolean value of β and with Eι(α) the integer value of
α both using the interpretation ι . Moreover, we can define a satisfaction relation |= such that ν |= ψ if
the values of the clocks in ν satisfy the constraint ψ in the natural interpretation. Finally, the satisfaction
relation can be extended naturally on guards: ι ,ν |= g.

An assignment η is evaluated as a change in the interpretation ι . We denote with A (ι ,η) a new
interpretation ι ′ in which the variables that are assigned in η are all4 changed with the corresponding
values, evaluated from ι in the above sense.

Given a set H let us denote by µ(H) the set of finite probability distributions over H i.e. µ(H)
contains functions p : H → [0,1] such that ∑h∈H p(h) = 1 and the set {h ∈ H | p(h) > 0} is finite. A
probability distribution p can be represented as follows: p = [h1 7→ p1, . . . ,hn 7→ pn] where the hi’s are
exactly all elements of H that have p(hi) = pi > 0.

Definition 2.1 (EPDTA). An extended probabilistic discrete timed automaton T is a tuple
(Q,Σ,B, I,X ,E,U,q0, ι0, Inv), where: Q is a finite set of locations, Σ is a finite alphabet of actions, B
is a finite set of boolean variables, I is a finite set of finite-range integer variables, X is a finite set of
clocks, E is a finite set of edges, U is a finite set of urgent edges, q0 is the initial location, ι0 is the initial
interpretation of the variables of B∪ I, MAX TIME is the maximum time of evolution and Inv is a function
assigning to every q ∈Q an invariant, i.e. a clock constraint ψ such that for each clock valuation ν ∈VX

and for each n ∈ N>0, ν +n |= ψ ⇒ ν |= ψ . Constraints having this property are called past-closed.
Each edge e ∈ E∪U is a tuple in Q×Guard×µ(Σ×Assign×℘(X)×Q). If e = (q,g, prob) is an

edge, q is the source, g is the guard and prob is the distribution. If prob((a,η ,γ,q′)) > 0 then there is
a possibility for the automaton to reach the target location q′ performing the action a, the assignment η

and the reset γ .

Figure 1 shows an EPDTA with three locations l0, l1, l2. The set of clocks is {x}, the alphabet is {a},
l0 is the initial state, and the invariant of state l0 is x≤ 2. There is an edge starting from location l0 with
a guard that is the conjunction of the clock constraint x≥ 1 and the boolean expression∼ b, where b∈ B.
At the edge it is associated a distribution [(l1,a,ε,{x}) 7→ 0.7,(l2,ε,b← tt,{}) 7→ 0.3], where ε is the

1According to what said above, this can be considered a constant. Of course the arguments of the function must be of the
right number and of the right type.

2Integer division.
3Rest of integer division.
4Note that we suppose that η does not contain more than one assignment for each variable.
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Figure 2: EPDTA representing the behaviour of the sole when it is in class i. The other classes are equal.

empty string. From l1 there is an edge in which the probability distribution is trivial. This transition is
equivalent to a “classical” one.

The semantics of an EPDTA is a Markov decision process. A Markov decision process (MDP) is a
pair (S,Steps) where S is a set of states and Steps is a function giving for each state s a set of probability
distributions. Each p ∈ Steps(s) is a discrete probability distribution in µ(S), saying the probability of
each state of being the next state s′ in the process. A given MDP evolves as follows: at each step it is
in a state s. Firstly it performs a non-deterministic choice to decide which distribution p ∈ Steps(s) it
will apply. Then it performs a probabilistic choice to go to a new state s′ according to the chosen p. The
process then cycles again.

The semantics of T = (Q,Σ,B, I,X ,E,U,q0, ι0, Inv) is a MDP (S,Steps) where the set of states S is
the set of all the tuples of the form (q,ν , ι) where q ∈Q∪{stop}5, ν ∈VX∪{t} is a valuation of the set of
clocks X augmented with a fresh clock t that is never reset6 and ι is an interpretation of the variables in
B∪ I. Note that if we fix a MAX TIME as the maximum time step for the system evolution then the set of
states if finite as Q is finite and all variables, clock included, have a finite range.

For every state s = (q,ν , ι) the set of distributions Steps(s) is determined by the following rules:

Stop if ν(t) = MAX TIME then [(stop,ν , ι) 7→ 1] ∈ Steps(s)
Time if ν + 1 |= Inv(q) and ν(t)+ 1 ≤ MAX TIME and (∀(q′,g′, prob′) ∈ U(q′ = q⇒ ι ,ν 6|= g′)) then

[(q,ν +1, ι) 7→ 1] ∈ Steps(s)
Urgent if ν(t) 6= MAX TIME and (q,g, prob) ∈ U and ι ,ν |= g then [(q′1,ν\γ1,A (ι ,η1)) 7→ p1, . . . ,

(q′n,ν\γn,A (ι ,ηn)) 7→ pn] ∈ Steps(s) where prob = [(a1,η1,γ1,q′1) 7→ p1, . . . ,(an,ηn,γn,q′n) 7→
pn]

5The fresh location stop is added to terminate the activity of the automaton when the maximum time is reached.
6This clock is needed to count the global elapsed time.
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Non-Urgent if ν(t) 6= MAX TIME and (q,g, prob) ∈ E and ι ,ν |= g and (∀(q′,g′, prob′) ∈ U(q′ = q⇒
ι ,ν 6|= g′)) then [(q′1,ν\γ1,A (ι ,η1)) 7→ p1, . . . ,(q′n,ν\γn,A (ι ,ηn)) 7→ pn] ∈ Steps(s) where
prob = [(a1,η1,γ1,q′1) 7→ p1, . . . ,(an,ηn,γn,q′n) 7→ pn]

When rule Stop is applicable then no other rule is applicable. The process goes unconditionally to
the stop location in which it stops. Rule Time lets one time unit to elapse, provided that the invariant of
the current location will be satisfied at the reached state, that the maximum time was not reached and that
no urgent transitions (i.e. that do not permit time passing) are enabled. Rule Urgent inserts in Steps(s)
all possible distributions that derive from urgent transitions. Note that in case of more than one urgent
transitions enabled all are inserted in Steps(s) and thus a non-deterministic choice is done among them
by the MDP. The resulting distributions are essentially the same of the original automaton, but here all
the operations are performed on the clocks and on the variables to calculate the resulting state. The last
rule Non-Urgent is applicable only if there are not urgent transitions enabled. The effect is the same of
the urgent case and among different enabled non-urgent transitions a non-deterministic choice is done by
the MDP.

Proposition 2.2. Given an EPDTA T and a natural number MAX TIME it is possible to construct a
Markov decision process Π in the syntax readable by the model checker PRISM such that Π and the
semantics of T are the same Markov decision process.

We plan to provide an automatic tool for this translation inside our simulator FIShPASs (see Sec-
tion 4.3). This is very important because having the PRISM equivalent model improves the tests that the
biologists can do against the probabilities put in the model itself. This is because quantitative questions
can be asked to the model checker to test hypothesis made about the model or to validate it with available
real data. A very powerful and useful logic language, Probabilistic CTL (PCTL) [20, 21], is suitable for
expressing such questions.

3 Sole Characteristics and Behaviour: an EPDTA Model

The body of the common sole (Solea solea) is egg-shaped and flat [1, 16, 12]. The maximum body height
is equal to 1/3 of the total length. The eyes are on the right side, the upper one slightly anterior to the
lower. Both pectoral fins are well developed, the left one being somewhat smaller than the right one.
The dorsal fin begins anterior to the eyes, by the mouth. The last rods of the dorsal and the anal fins are
connected to the caudal fin, which is round. The colour on the eyed side of the body is greyish-brown to
reddish-brown, with large and diffused dark spots. The pectoral fin has a blackfish spot at its distal half.
The posterior margin of the caudal fin is generally dark. This common sole species lives in the eastern
Atlantic, from Scandinavia to Senegal and in the entire Mediterranean. It is rare in the Black Sea.

Here we present an individual model of a sole living in the North Adriatic sea as an EPDTA. This
model is quite adaptable for other species of fish or soles of different environments by varying the differ-
ent characteristic functions and probability tables that are embedded in the model itself. The quantitative
information (lengths, probabilities, offspring estimation) was elaborated in collaboration with the Insti-
tute of Marine Sciences of Ancona, Italy and members of their project SoleMon [15, 16]. As usually for
this kind of fish, sole are categorized into so called classes which represents soles of similar age/length
and thus with similar behaviour and subject to similar natural mortality or fishing. In the Adriatic sea,
according to the project SoleMon, sole of age class 0+ aggregates inshore along the Italian coast, mostly
in the area close to the Po river mouth; age class 1+ gradually migrates off-shore and adults concentrate
in the deepest waters located at South West from Istria peninsula. Growth analyses on this species have
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been made using otoliths, scales and tagging experiments. An otolith is a structure in the saccule or utri-
cle of the inner ear, specifically in the vestibular labyrinth [24], whose section presents several concentric
rings, very much like those of the tree trunks. By measuring the thickness of individual rings, it has been
assumed (at least in some species) to estimate fish growth because fish growth is directly proportional to
otolith growth. However, some studies disprove a direct link between body growth and otolith growth.

A great variability in the growth rate was noted: some specimens had grown 2 cm in one month,
while others, of the same age group, needed a whole year. The von Bertalanffy growth function [9]
(VBGF) introduced by von Bertalanffy in 1938 predicts the length of a fish as a function of its age:

fV B(age) = L∞

[
1− e−K(age−t0)

]
The length ( fV B(age)) obtained is expressed in centimetres while age and t0 are in months; the different
parameters that occur in the function are partly constants and partly calculated for our specific sole case
study. L∞ is not the maximum length of the animal but the asymptote for the model of average length-at-
age , K is the so-called Brody growth rate coefficient which, if varied, allow to manipulate the growing
function in order to represent periods of low food or abundance of food (so the soles grow less or more
having the same age) and t0 is the time or age when the average size is zero. There parameters of VBGF
for the Adriatic sole have been calculated using various methods. Within the framework of the SoleMon
project, growth parameters of sole were estimated through the length-frequency distributions obtained
from surveys. The results are L∞ = 39,6cm, K = 0.44 and t0 = −0.46. With this correspondence we
can calculate the length of a sole of age age and consequently put it in one of the length classes. In the
following table the ranges of the classes are shown:

Class Minimum length (cm) Maximum length (cm)
0 0 18.3
1 18.4 25.8
2 25.9 30.7
3 30.8 33.9

4+ 34 39.6

Considering the relevance of K for the purpose of the growth function we defined in general a func-
tion fV B(age, t) where the parameter t is an absolute month such that different periods could have a
different K. The absolute month t = 0 can be linked to a particular month of a particular year: in this
way known past periods of low food or other environmental events can be represented in the growing
function of the model. In the simulation of Section 4.4 we used always the same K along time. Knowing
the length, it is possible to estimate the weight using the length-weight relationship:
Weight(l) = a · lb. The parameters have been estimated in SoleMon: a = 0.007, b = 3.0638. Using this
relationship we can determinate, at every instant during our simulations, the biomass of the whole stock
under simulation.

Natural mortality (not including fishing) has been estimated through a mortality index M available
from the SoleMon project. From this annual index a probability distribution has been derived: PrM(i, t)
is the probability that in a given month t a sole in class i dies for natural mortality. Fixing a specific
month for t = 0 the values of the function are cyclic of a period of 12 months. However, in a simulation
of several years the index can be varied in different years and months with a very fine granularity. This
permits to represent in a simulation catastrophic periods or particularly favourable ones. The mortality
probabilities PrM(i, t) (on a month basis per class) used in the simulations whose results are shown in
Section 4.4 are the following:



F. Buti et al. 45

Class Jan. Feb. Mar. Apr. May Jun. Jul. Aug. Sep. Oct. Nov. Dec.
0 0.083 0.078 0.073 0.068 0.063 0.058 0.058 0.053 0.048 0.043 0.038 0.033
1 0.032 0.031 0.030 0.023 0.030 0.028 0.028 0.028 0.027 0.026 0.026 0.025
2 0.024 0.024 0.023 0.023 0.023 0.023 0.023 0.022 0.022 0.022 0.021 0.021
3 0.021 0.021 0.021 0.021 0.021 0.021 0.021 0.021 0.021 0.021 0.021 0.021

4+ 0.020 0.020 0.020 0.020 0.019 0.019 0.019 0.019 0.019 0.019 0.018 0.018

Mortality for fishing is estimated by a fishing index F . With the same reasoning done for the natural
mortality a probability has been derived: PrF(i, t) is the probability that in a given month t a sole in class
i is fished. In this case the periods of no fishing can be represented in the model. Similarly to the previous
case the probability table can be cyclic over years or can be personalised month per month. The fishing
index can be F = 0, meaning that there is no fish, can be moderate (estimated F = 0.2) or can be so
strong that a situation of overfishing may occur (typically F > 1). For instance, the fishing probabilities
PrF(i, t) (on a month basis per class) corresponding to a fishing index F = 0.2 are the following:

Class Jan. Feb. Mar. Apr. May Jun. Jul. Aug. Sep. Oct. Nov. Dec.
0 1.65 1.65 1.65 1.65 1.65 1.65 1.65 1.65 1.65 1.65 1.65 1.65
1 1.65 1.65 1.65 1.65 1.65 1.65 1.65 1.65 1.65 1.65 1.65 1.65
2 1.65 1.65 1.65 1.65 1.65 1.65 1.65 1.65 1.65 1.65 1.65 1.65
3 1.65 1.65 1.65 1.65 1.65 1.65 1.65 1.65 1.65 1.65 1.65 1.65

4+ 1.65 1.65 1.65 1.65 1.65 1.65 1.65 1.65 1.65 1.65 1.65 1.65

Breeding is another important aspect of the life of soles that has been embedded in the model. In this
case two estimations are needed. The first one is the probability of being reproductive after m months
since the last breed, that we denote PrR(m). For simplicity, this probability has been estimated as 0 for
m = 0,1, . . . ,11 and as 1 for all m ≥ 12. However, this can be changed and refined in future versions
of the model. If a sole passes this check of fertility then there is the probability of breeding PrB(i, t).
In this case, of course, soles in class 0 have this probability equals to 0. Soles of higher classes have
higher probability to breed, but only in the appropriated months, which are from November to March of
every year. This probability is then spread along these months. The table used in our simulations is the
following:

Class Jan. Feb. Mar. Apr. May Jun. Jul. Aug. Sep. Oct. Nov. Dec.
0 0.3 0.25 0.1 0 0 0 0 0 0 0 0.1 0.25
1 0.3 0.25 0.1 0 0 0 0 0 0 0 0.1 0.25
2 0.3 0.25 0.1 0 0 0 0 0 0 0 0.1 0.25
3 0.3 0.25 0.1 0 0 0 0 0 0 0 0.1 0.25

4+ 0.3 0.25 0.1 0 0 0 0 0 0 0 0.1 0.25

Note that in the case of breeding there is a potential artificial situation in a simulation. It can happen
that one sole of the higher classes do not breed at all along one year. It is unlikely, but in the simulation
may happen. This is absolutely not possible in reality. We plan to adapt the model in the future in order
to avoid this situation. Another weakness of the model (and obviously of the simulator) is the lack of
information about the offspring of an individual. This is a forced missing because no real information is
known about the number of eggs that are fecundated nor the number of eggs that hatch, becoming new
individuals. This issue is managed from the tool for the purposes of the simulation and will be treated in
details in Section 4.3.

The resulting overall model is shown in Figure 2. Two clocks are used, x for counting the passage
of one month and t, never reset, for measuring the absolute time since the beginning. Note that only



46 An Individual-based Probabilistic Model for Fish Stock Simulation

Figure 3: Demography over time without fishing (F = 0.0).

the transitions from one generic location “class i” are shown. The whole model is simply the resulting
EPDTA considering the locations for all the classes, while the locations “dead” and “fished” are the
same for all the classes. Every class has its particular fishing, mortality and breeding probability (e.g. a
smaller, thus younger sole, has less probability to die/be fished than a older one). The boolean variables
Mc,Fc,Rc are used to assure that every month the sole makes a mortality check (Mc), a fishing check
(Fc) and a reproduction/breeding check (Rc). Note that time can advance of one month only if all these
checks are done. The urgency7 is used for forcing the class change of the class as soon as the sole reaches
the minimum length for that class. The labels dead i, fish i and breed i are used to communicate to the
simulation environment that a particular sole (the one sending the signal) of class i died, was fished or
breed. The meaning of the integer variables age, length is obvious and the variable lastB counts the
months elapsed since the last breeding of this sole. The probability tables and the functions used in
Figure have been all described above.

4 Simulation

As shown at the end of Section 2 the probability model can be automatically checked to discover inter-
esting properties or to make consistency checks on the given probabilities. Another important way to use
the same model is for simulating a sole in a population of them. The idea is not new, but it very naturally
fits in the fish stock monitoring. If we want to predict what happens to a population after several years
of fishing of a certain strength under normal or particular conditions, all we have to do is to instruct a

7In the picture the urgent transitions are indicated by a little “u” attached at the beginning of their arrows.
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Figure 4: Demography over time with light fishing (F = 0.2).

population of virtual soles that uses the given model as probabilistic behaviour and let them evolve over
time. In every moment, our virtual environment can show to us all the statistics we want to know about
the whole stock but also about every single sole.

Naturally the hard thing to do is to precisely tune the model with the most possible available real
data. This work has to be done before the simulations on the model can be considered to have a certain
degree of reliability.

In this section we show the simulator that we have developed for reaching this goal. It uses agent
technology, as we discuss in the following. We are currently at the very initial phase of the tuning of
probabilities and other values using real data. The implementation is quite stable and the adaptability to
other species can be done quite easily. More information is available at [2].

4.1 Multi-Agent Systems

Several definitions have been given for the term “agent” during the last decades, the most suited of which
is the one given from Russel: an agent is something that can retrieve information from the environment
through its sensor and can perform actions with its actuator [27]. Alternatively, Woldrige and Jenning
[19, 30] define agent as hardware or software-based computer system that have the following properties:
autonomy, reactivity, pro-activeness, and social ability. A Multi-Agent System (MAS) is a collection of
autonomous agents that communicate, cooperate, share knowledge and solve their own problem.

In a MAS, each agent can be either cooperative or selfish; in other words the single agent can share
a common goal with the others (e.g. an ant colony), or they can pursue their own interests (as in the free
market economy). MAS are usually exploited when the problem considered cannot be solve (efficiently)
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Figure 5: Demography over time with overfishing (F = 1.2).

by an individual agent or a monolithic system. They are used to model coordinated defence systems
but also for disaster response models, social network modelling, transportation, logistics, graphics as
well as in many other fields when the problem is non-linear or the interaction with flexible individual
participants have to be represented or again when in-homogeneous space is relevant. Finally, MAS are
widely used in networking and mobile technologies, to achieve automatic and dynamic load balancing,
high scalability, and self-healing networks.

In the context of a MAS, an agent needs to communicate its information to the others and after that
it needs to coordinate its activities (which is important to prevent conflicts between the agent belonging
to the MAS) and negotiate its interest to solve a problem without conflicts. This need of interaction
and exchange of information between agents is the basic characteristic that differentiate MASs from
traditional artificial intelligence which work only as a single agent.

4.2 Hermes middleware

Hermes [14, 3] is an agent-based middleware for designing and execution of activity-based applications
in distributed environments. It provides an integrated environment where users can focus on the design
of the particular activity of interest ignoring the topological structure of the distributed environment.
Hermes consists of a 3-layer software architecture: the Agent layer, the BasicServices layer and the Core
layer.

An Hermes execution consists of a creation of a MAS in which the agents are of two kinds: user
agents and service agents. The Agent Layer is the upper layer of the mobile platform that contains both
kinds of agents. A service agent accesses to local place resources such as data and tools (which, for
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security reason, are not directly accessible) while a user agent executes complex tasks and implement
part of the logic of the application. Hermes is based on the concept of place: a place is a well defined
node of a network where service agents are located. When a service agent is created on a place and
bound to it, there is no way for it to migrate to another place of the network. User agents can instead be
copied to another place (weak mobility) and their execution can continue on the migration place.

4.3 FIShPASs: FIshing Stock Probabilistic Agent-based Simulator

FIShPASs [2] is a simulator based on Hermes. It exploits the agent paradigm to simulate, as a MAS, the
evolution of a population of fish of a certain species. At the moment a model for a sole (Solea solea)
population living in the North Adriatic sea is available, but the simulator can be easily adapted for other
species or soles of different environments

The basic elements of the simulator are: the SoleaAgent, the SquareKilometreSea, the Registry
and the Randomizer. The SquareKilometreSea is exactly the Hermes place where the simulation is
started. This first version of the simulator is quite simple since the sea is not spatially simulated; it is
more like a simple container for the population of soles (exactly what is an Hermes place for its agents).
In the near future we point to improve the overall model with support to space and thus displacement of
sole in the simulated sea, water currents, temperature and so on.

The SoleaAgent is a user agent and represents a single sole in the simulated sea. While the spa-
tial model is not so accurate, the sole behavioural model is quite complex. Indeed the SoleaAgent
implements the EPDTA presented in Section 3 and thus can be fished, can die for natural mortality,
can reproduce with the given probabilities, and naturally grows as time passes. Note that also the non-
deterministic choices that are presented to the agent (as its behaviour is essentially a Markov decision
process) are resolved probabilistically with a uniform distribution on all the enabled non-deterministic
choices. As briefly discussed in Section 3, since the simulation is managed on a month basis, we can
arrange theoretical probability so that certain behaviour cannot occur or can occur rarely in certain peri-
ods of the year. For instance, we can suppose that the fishing period goes (hypothetically) from October
to February while in the other months fishing is prohibited and fix the fishing probability to 0 for the
prohibited period. Since the probability values are given also on the basis of the length of the sole, the
model can be easily adapted to different scenarios to simulate, for example, overfishing of some classes
or sudden reduction of the population of some other classes because of a disease and so on.

The third element of the simulation is the Randomizer. It is a service agent which generates random
numbers in [0,1] for the sole. Every time a sole checks the probability of doing something (death,
reproduction, etc.) it requests a new number to the Randomizer. The service returns a new generated
value that is contrasted with the probability of the individual to decide whether the action occurs or not.

The last main element of the simulator is the Registry. Like the Randomizer it is a service agent
and it simply keeps track of the sole available in the simulated sea. Its main purposes are the consistency
control over the simulation and the generation of statistics about the simulated months (in particular,
population per different class, weight of the biomass, number of death/fished soles in the last month).
At the beginning of the simulation the Registry reads the input data and computes the number of
individuals of the initial population then waits for them to communicate their status to the registry itself.

SoleAgents are programmed to communicate their status to the Registry every month in any
case (even in case of death), which means that the Registry can always know if all the soles have
communicated with it during the current interaction. Moreover, it always knows the exactly demography
of the population. This communication acts also as a synchronization that ensure time consistency on the
population. It is the Registry that manages time increments and that enables the sole to execute their
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internal behaviour (setting the SoleaAgent variable corresponding to the local clock “x” of the model of
Figure 2 to 1). Before each increment the Registry waits for a communication from all the population
of soles and then it increments the time. In this way the Registry ensure that at each simulation step
(i.e. each month) no sole is out of simulation time range (behind or beyond the current time).

Finally, the Registry generates new soles if some of the existing ones reproduced during the last
month. Having the generation in the Registry is a strategic choice to be sure that the new born sole
will be correctly set in the current time frame. In reality, a female sole produces, depending on its class,
between 150000 and 250000 eggs and spreads them in the water. The number of them that will grow
at least until class 1 is very low. Currently there is not a direct known relation between the number of
females that breed in a month or in a season and the number of surviving and developing eggs in the
following months/season. Thus, the Registry creates every month a number of newborn soles in class
0 that corresponds to the number observed in reality (data from SoleMon project). One challenge for the
future will be trying to find a relation between the signals of breed (breedi) given by the SoleAgents to
the Registry in a certain period and the number of surviving newborn to introduce after some month(s).

Given the real data about individuals in the different classes from 2005 to 2008, we taken the first
column, which represents the newborns (males + females) of every year, halved the values (since we
consider only female soles) and distributed the newborns so obtained along the year, according to the
previous fertility table.

population km2 0 1 2 3 4+
2005 169 82 36 12 4
2006 92 179 43 10 1
2007 205 138 72 18 1
2008 117 123 61 10 6

In such a way we obtain the birth rate table below. It represents the amount of newborns that are
automatically generated from the simulator every simulated month. Since the table covers only 4 years
it is used cyclically in the subsequent years, thus the fifth year the generated newborns come from the
first row of the table and so on.

Year Jan. Feb. Mar. Apr. May Jun. Jul. Aug. Sep. Oct. Nov. Dec.
1 26 21 9 0 0 0 0 0 0 0 8 21
2 14 12 4 0 0 0 0 0 0 0 4 12
3 30 25 11 0 0 0 0 0 0 0 11 25
4 16 15 6 0 0 0 0 0 0 0 6 15

Summing up, the FIShPASs simulation steps are the following:

1. the sea (place) is launched and the service agents (Randomizer and Registry) are generated on
it. The Registry calculates the initial population

2. the sole population is generated from the place basing on the SoleMon project data

3. the soles register to the Registry

4. once all population has signed to the Registry, it generates statistics and starts their behavioural
simulation by sending them a message to update their internal clock x

5. the soles execute all their operations for the current month, reset the clock x and send an ack to the
Registry
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Figure 6: Biomass over time without fishing (F = 0.0.)

6. once all the acks are received by the Registry, it generates statistics for the elapsed month, creates
newborn soles and then sends a new message to increment the clock x

The last two points are repeated until the desired period of time has passed.

4.4 Results

We set up a series of simulations to test our model. Every simulation has a timestep one month long and
lasts for 72 months (6 years) considering always a virtual square kilometre of sea. The three charts of
Figures 3, 4 and 5 show the trend of population that can occur, along the simulation, varying the fishing
probability (i.e. the probability for a sole to be fished) while mortality and reproduction probabilities
remain the same. The charts concentrate on three very different scenarios. The first one considers a case
of no fishing (fishing index F=0.0). In this case the population remains stable, spreading on the different
classes. It is particularly notable an increment of soles in the third class as well as a gradual and steady
increment of individual in the fourth class.

The second case considers a light fishing activity (F=0.2). The scenario rapidly changes with classes
third and fourth that grow slower than in the previous chart. Moreover all of them has difficulty to get
over 20 individuals (whereas in the previous plot all of the bigger classes where around 40 individuals).
The trend is that of a decreased population of soles composed of less mature individuals and some small
ones (see the biomasses charts for more details).

The third and last chart about the population shows another possible scenario. In this case we suppose
that the sea undergoes an overfishing activity (F= 1.2). This situation has obviously an extreme impact
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Figure 7: Biomass over time with overfishing (F = 1.2).

Figure 8: Biomass over time with overfishing (F = 1.2).
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on the population. As can be seen, after two years (23-24 on the x-axis), the population is simply gone
with only the 0 class of individuals available (due to their automatic generation, as explained above).

The three charts of Figures 6, 7 and 8 represent the biomass trend, i.e. the total amount (in kilograms)
of soles for the different classes in the three scenarios described above. In the case of no fishing (F=0.0)
the sole population tends to spread over all the classes and the biomass grows accordingly. The biomass
increment is constant and at the end of the 6 years the total biomass is around 28 kg (against 8 kg at the
beginning of the simulation).

When we introduce light fishing (F=0.2) the biomass tendency is similar to the previous scenario but
the values are totally different. In particular the population is impoverished in the higher classes (see
previous plots) and the overall biomass grows slower at the beginning with a more marked decreasing
tendency during the last year (months 60 - 73) when soles grow, reaching class fourth and thus are easier
to be fished. At the end of the simulation the total biomass is around 13 kg which means less than an half
of the soles biomass without fishing.

With the introduction of overfishing (F=1.2) the scenario changes drastically. The fishing activities
has a great impact on the population biomass that is halved at the beginning of the second year (13-15
on the x-axis) and then runs fast under 1 kg in the middle of the forth year (41-42 on the x-axis). All the
bigger soles, more subject to fishing, have been caught or are dead and only the smaller ones (i.e. with
a small biomass) remain (also because they are auto-generated). Again, as seen in the corresponding
classes chart, the population is decimated.

More details and charts about these simulations can be found on the simulator website [2] along with
contacts to request a copy of the current version of the tool.

5 Conclusions and Future Work

We have defined an individual-based model of the behaviour of a common sole (Solea solea) living in
North Adriatic sea. The model has been specified as an Extended Probabilistic Discrete Timed Au-
tomaton (EPDTA), a formalism that is a variant of probabilistic timed automata. We have defined the
semantics of an EPDTA as a Markov decision process and we have observed that an EPDTA can be
translated to a syntax acceptable by the model-checker PRISM. The estimation of the probabilities and
of the characteristic function of the species has been done by using the real data of the SoleMon project.
The individual probabilistic behaviour then has been embedded into an agent of a MAS. The MAS sim-
ulates the population of soles over time and can provide information on the evolution of the stock by
monthly statistics of the individual states. We have presented the simulator FIShPASs (FIshing Stock
Probabilistic Agent-based Simulator) that implements the presented model and is easily adaptable for
other species.

There are a lot of interesting things to do as future work. First, we want to tune the model, working
in team with specialized biologists, in order to increase the confidence on its predictions. The translation
of the model into a PRISM acceptable syntax can be made available inside the simulation environment.
Having the PRISM equivalent model can highly improve the tests that the biologists can do against the
probabilities put in the various tables embedded in the model. This is because quantitative questions
can be asked to the model checker to test hypothesis made about the model itself or to validate it with
available real data. In the MAS part a huge number of improvements are possible. For instance, soles can
be given a geometrical space to occupy and can move in the simulated square kilometre. They can also
emigrate and immigrate from/to the simulated space. A 3D environment, i.e. a cube kilometre, instead of
a 2D one could be more appropriate because other species could be simulated simultaneously and made
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interact with the soles (towards a more predator-prey approach). Moreover, a physical conformation
of the territory can be added to the model possibly influencing the interactions (of different kind, to
be introduced in the model too) between the individuals (the formation of an isolated population, the
impossibility to meet, etc.). Finally, the effects of the passage of a particular fishing device can be
modelled; for this we know there are available data for tuning/validation.
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This paper presents an efficient program for checking Mendelian consistency in a pedigree. Since
pedigrees may contain incomplete and/or erroneous information, geneticists need to pre-process
them before performing linkage analysis. Removing superfluous genotypes that do not respect the
Mendelian inheritance laws can speed up the linkage analysis. We have described in a formal way
the Mendelian consistency problem and algorithms known in literature. The formalization helped
to polish the algorithms and to find efficient data structures. The performance of the tool has been
tested on a wide range of benchmarks. The results are promising if compared to other programs that
treat Mendelian consistency.

keywords: abstract interpretation

1 Introduction

Geneticists employ the so-calledlinkage analysisto relate genotypic information with their correspond-
ing phenotypic information. Genotypes are organized in data structures calledpedigrees, that besides
genetic data, record which individuals mate and their offspring. Since pedigrees may contain incomplete
and/or erroneous information, geneticists need to pre-process them before performing linkage analysis.
Moreover, in many cases, we cannot know any genetic information for some individuals (for instance
because they refuse to or cannot be analyzed) and we would like to know which are their possible geno-
types. Therefore, we would like to pre-process the pedigreeby removing some candidate genotypes, in
such a way that the remaining genotypes respect the classical Mendelian laws. When the pedigree is
composed by thousands of individuals, this consistency checking need to be automated. The first no-
table contribution in the pedigree consistency check is thealgorithm proposed by Lange and Goradia in
1987 [6]. The algorithm takes as input a pedigree with a list of genotypes associated to every individ-
ual, and perform genotypes elimination by removing from thelists the genotypes that lead to Mendelian
inconsistencies. The algorithm performs a fixpoint iteration by processing one nuclear family at a time.
This algorithm is optimal (in the sense that it removes all the genotypes that lead to Mendelian inconsis-
tencies, and only them) when the pedigree has no loops. An example of loop in a pedigree is when two
individuals that mate have an ancestor in common. An algorithm that is optimal even in the presence
of loops has been proposed by O’Connell and Weeks in 1999 [8].In brief, the algorithm selects the
loop breakers (that is the individuals that, if duplicated,remove the loop) and perform the Lange Gora-
dia algorithm for every combination of the genotypes of the loop breakers. Unfortunately, it has been
proven [1] that the consistency check on pedigrees with marker data containing at least three alleles is a
NP-hard problem.

The remainder of the paper is organized as follows. Firstly,we formalize the problem of genotype
elimination (Section 2) and the algorithms of Lange-Goradia (Section 2.1) and O’Connell and Weeks
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(2.2). Then, we describe the implementation ofCeler (Section 3). Section 4 describes the performances
of Celer on a large set of benchmarks. Then, we compare our program with other existing software
(Section 5). Finally, we conclude and suggest some directions for future works.

2 Mendelian consistency algorithms

A pedigree contains parental and genetic information abouta set of individuals. Pedigrees are usually
represented in a graphical way by drawing a circle for every female individual and a box for every male
individual. Inside the circle (or the box) there can be some data regarding the individual (for instance
genetic information, or affection status). Parental relations are represented by lines that connect to a node
(the so called marriage node). Arrows depart from the marriage nodes to the children of the couple. In
Figure 1 we report the graph of a pedigree composed by 11 individuals. For each individual, we report
his/her identification number (id from now on) and his/her possible genotypes.

We collect the parental structure in a triple〈I , f ,m〉 whereI is the set of individuals andf andm are
two partial functions fromI into I mapping a subset domf = domm⊂ I of individuals to their father and
mother, respectively. The individuals that do not have parents in the pedigree are calledfounders. For
the pedigree of Fig. 1, the founders are the individuals withid in {1,2,3,6}.

We suppose that we are looking at a single locus. The possiblealleles in the locus are in the setA ,
ranged by uppercase case lettersA,B,C, . . .. Let G be the set of unordered pairs of elements inA . Since
we consider the genotypes(A,B) and(B,A) as equivalent, the genotype of each individual will be an
element of the setG . A fully specified genetic map of a pedigree〈I , f ,m〉 is an elementh of I → G . We
say that a fully specified map (fsmap from now on) is Mendelianif the genotypes of every non-founder
individual is such that one of its allele is derived from the mother and the other from the father. It is
often useful to check for Mendelian consistency in a subset of the individuals in the pedigree. Since the
Mendelian conditions involve an individual and both his parents, it makes sense to consider those subsets
that contain either both or none of the parents of each individual in the subset. Given a pedigree〈I ,m, f 〉
we say thatS⊆ I is aregular subset ofI if, for eachi ∈ dom f ∩S, we have thatf (i) ∈ S⇐⇒ m(i) ∈ S.
Intersections and unions of regular subsets are again regular subsets. For instance, in the pedigree of
Fig. 1, the set{3,4,7,8,9,11,12} is an an example of a regular subset of the individuals.

We can also define a functionmate : G ×G →℘(G ) that, given two genotypes, returns the set of
Mendelian genotypes that can be generated by selecting one allele from each one. We have (remember
that we use unordered pairs):

mate((A,B)(C,D)) = {(A,C),(A,D),(B,C),(B,D)}

With the help of functionmate, we can now express more precisely when a fsmap is Mendelian on a
regular subset of individuals:

Definition 1 (Mendelian consistency). Let P = 〈I , f ,m〉 be a pedigree and letSbe a regular subset ofI .
The fully specified maph is Mendelian on Sif and only if for every individuali ∈ Ssuch thatf (i) ∈ S
andm(i) ∈ S, we haveh(i) ∈mate(h( f (i)),h(m(i))).

We say that an fsmaph on a pedigreeP = 〈I , f ,m〉 is Mendelianif it is Mendelian onI . The reader
can verify that the fsmap in Fig. 1 is Mendelian.

Since in general we do not know precisely the genotype of eachindividuals, only partially specified
maps will be available. A partially specified mapH (psmap from now on) records for every individual
of the pedigree the genotypes it may have according to our information (e.g. because we have collected
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9
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1 1
{ A-B }

1 2
{ A-D }

Figure 1: An example of a pedigree

some genetic data or we have observed the phenotype). A psmapH is an element of the setI →℘(G ).
We can introduce a partial order relation⊑ on setM . We say that mapH1 is more precise than or equal to
mapH2, and we writeH1⊑H2, if and only if, for every individuali ∈ I , H1(i)⊆H2(i). With an abuse of
notation we identify any fully specified maph with the partially specified map that maps{h(i)} to every
individual i ∈ I . Thus we writeh⊑ H to mean that, for every individuali, h(i) ∈ H(i). All psmaps such
thatH(i) = ∅ for any i ∈ I describe an inconsistent situation where no possible assignment of genotypes
is compatible with the available information. We identify all these psmaps and denote them by⊥, the
psmap that maps∅ to all individuals inI . We denote byM = (I →℘(G ))/⊥ the set obtained by this
identification. The setM is a complete lattice, with least upper bound

⊔
given by pointwise union. The

greatest lower bound
d

is obtained in two steps: first, the pointwise intersection is computed; then, if
any individual is mapped to∅ in the previous step, the result is taken to be⊥.

In psmaps we are interested in those genotypes, taken from the sets of each individual, that can be
used to build a Mendelian fsmap.

Definition 2 (Consistent genotype). Let P = 〈I , f ,m〉 be a pedigree and letS be a regular subset ofI .
Given a psmapH and an individuali ∈ I , we say that genotypeg∈H(i) is consistent on Siff there exists
an fsmaph⊑ H with h(i) = g such thath is Mendelian onS.

A psmapH is consistent onS if all g∈ H(i), for all i ∈ I , are consistent onS.

A pedigree consistency algorithm can be seen as a function that takes a psmap and returns another
psmap where some inconsistent genotypes have been removed.More precisely, we define function
filterS: M →M such thatfilterS(H) = H ′ ⊑ H andH ′ is consistent onS.

We say that a psmapH on a pedigree〈I , f ,m〉 is fixedon a setS⊆ I if H(i) is a singleton set for all
i ∈ S.

Example 3. Let i ∈ I be a non-founder in the pedigree〈I , f ,m〉 and assume the psmapH is fixed on
{ f (i),m(i)}. Thus H( f (i)) = {gf } and H(m(i)) = {gm}. Let us computeH ′ = filter{ f (i),m(i),i}(H).
ConsiderG = H(i)∩mate(gf ,gm). If G 6= ∅ thenH ′ = H[G/i], otherwiseH ′ =⊥.

Let S andT be two regular subsets ofI . We may want to obtainfilterS∪T(H) from filterS(H) and
filterT(H), which may be simpler to compute. A candidate composition isfilterS(H)⊓filterT(H), since
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Figure 2: An example of the applications of the genotype elimination algorithms: the initial pedigree
2(a), after the application of Lange-Goradia algorithm 2(b), and after the application of O’Connell and
Weeks 2(c). In the initial pedigree, we have marked with “??”the untyped individuals.

this operation keeps the genotypes which are consistent on both SandT. However, in general, we only
havefilterS∪T(H)⊑ filterS(H)⊓filterT(H), and the relation may be strict. Nonetheless, it can be easily
seen that the equality holds wheneverH is fixed onS∩T.

A useful function in the definition of consistency check algorithms is functionsplitS: M →℘(M ).
Given anyS⊆ I , splitS(H) is the set of all psmapsF ⊑ H such thatF is equal toH on I \S and is
fixed onS. Thus, ifS= {x1, . . . ,xn}, then for each(g1, . . . ,gn) ∈ H(x1)×·· ·×H(xn) we have a psmap
F ∈ splitS(H) such thatF(xi) = gi for all 1 6 i 6 n andF(x) = H(x) for all x 6∈ S. If P = 〈I , f ,m〉 is a
pedigree andH is a psmap on it, we have the following relation for allT,S⊆ I (whereS is regular)

⊔

F∈splitT(H)

filterS(F) = filterS(H). (1)

2.1 The Lange-Goradia algorithm

The idea of the Lange-Goradia algorithm is to remove all the genotypes of an individuali that are incon-
sistent on any nuclear family to whichi belongs. This is accomplished by looking at one nuclear family
at a time. LetH be a psmap for a pedigree〈I , f ,m〉. If S= {x,y,k1, . . . ,kn} ⊆ I is a nuclear family where
x andy are the parents andk1, . . . ,kn are the children, then each pair(gx,gy) of genotypes inH(x)×H(y)
is examined in turn, checking thatmate(gx,gy)∩H(ki) 6= ∅ for all the childrenki with i = 1, . . . ,n. If this
is the case, thengx, gy and all genotypes inmate(gx,gy)∩H(ki) for each childrenki are consistent onS.
All genotypes that are not found to be consistent after all pairs of genotypes inH(x)×H(y) have been ex-
amined are certainly inconsistent onSand, thus, also inconsistent, so they can be safely removed.More
formally, we can say that the algorithm computes

⊔
F∈split{x,y}(H) filterS(F) (note that a nuclear family is
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a regular subset ofI ), which is equal tofilterS(H) according to (1). For eachF ∈ split{x,y}(H), filterS(F)
is computed as

dn
i=1filter{x,y,ki}(F). This is equal tofilterS(F) sinceF is fixed on{x,y}=

⋂n
i=1{x,y,ki }.

Finally, filter{x,y,ki}(F) is computed as in Example 3, for each 16 i 6 n.
The algorithm is iterated on all nuclear families until no new genotypes are removed. IfH ′ is the

psmap obtained at the end of the algorithm andg∈ H(i) for any i ∈ S, theng is consistent on all nuclear
families to whichi belongs. Let us callLG : M →M the function that maps an input psmapH to the
output psmapLG(H) according to the Lange-Goradia algorithm. In general,filterI(H) ⊑ LG(H) and
the relation may be strict, i.e., the algorithm may not eliminate all inconsistent genotypes. As shown
by Lange and Goradia [6], a sufficient condition forfilterI (H) = LG(H) is the absence of loops in the
pedigree. As an example, consider the pedigree of Figure 2. The pedigree contains loops, since there
are individuals that mate that have an ancestor in common (for instance individuals 12 and 13 are both
descendant of individual 8). Therefore, it is not guaranteed that the result of Lange-Goradia (Figure 2(b))
contains only consistent genotypes. In fact, consider individual 9. Although the genotype(B,B) is not
consistent, the Lange-Goradia algorithm cannot eliminateit. To see that it is not possible to find a
Mendelian fsmap that is⊑ of that depicted in Figure 2(a), consider individual 15. Oneof his alleles is
A. Since his alleles must come from individuals 7, 8, and 9, at least one of those individuals must have
alleleA. Individuals 7 and 8 do not contain it, thus 9 must haveA as allele, and we can eliminate(B,B).
We will see in the next subsection that the O’Connell and Weeks algorithm is able to eliminate(B,B)
from individual 9.

2.2 The O’Connell and Weeks algorithm

The O’Connell and Weeks algorithm [8] is able to remove all inconsistent genotypes from a psmap. The
algorithm has the same input of the Lange-Goradia algorithm: a pedigreeP = 〈I , f ,m〉 and a psmap
H ∈M . Let us callOCW : M →M the function that maps an input psmapH to the output psmap
OCW(H) according to the O’Connell and Weeks algorithm.

First, a suitable setB⊆ I of loop breakersis found. A loop breaker is an individual that is involved
in a loop in the pedigree and setB must contain such an individual for each loop in the pedigree.

A new pedigreeP = 〈I ∪B, f ,m〉 is built, whereB contains a new individualb for eachb ∈ B, f
is undefined for allb ∈ B, is equal tof for all x such thatf (x) 6∈ B, and f (x) = f (x) for all f (x) ∈ B
(and similarly form). Thus,P is obtained fromP by breaking all loops. Then, for eachF ∈ splitB(H) a
psmapF on P is built, whereF(x) = F(x) for all x∈ I andF(b) = F(b) for all b∈ B. Finally, LG(F) is
computed for allF and all output psmaps thus obtained are joined. SinceP contains no loops, we have
F
′
= LG(F) = filterI∪B(F) for all F . It is easy to see that it isF

′
(b) = F

′
(b) for all b∈ B and that this

implies that the restriction ofF
′
to I is consistent onI . Indeed, ifF ′ is the restriction ofF

′
to I we have

F ′ = filterI (F).
We note that there is no need to actually build pedigreeP, sinceLG(F) will produce the same result

asLG(F) wheneverF is fixed onB. Thus we can simply define

OCW(H) =
⊔

F∈splitB(H)

LG(F). (2)

For eachF ∈ splitB(H) we haveLG(F) = filterI (F), thus we obtainOCW(H) = filterI (H) from (1).
Fig. 3 shows a block-diagram representation of the O’Connell and Weeks algorithm. Note that eq.(2)

corresponds to the part of the diagram from thesplit block onwards. The initialLG block is not necessary
for the completeness of the algorithm, but is introduced in order to try to reduce the cost of the rest of
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Figure 3: The O’Connell and Weeks algorithm.

the algorithm, since the number of Lange-Goradia invocations depends combinatorially on the number
of genotypes assigned to each loop breaker.

As an example, consider the pedigree depicted in Figure 2(b). The pedigree contains various loops
that can be broken, for instance, by choosing individuals 8 and 12 as loop breakers. This choice leads
to three applications of the Lange-Goradia algorithm to thepedigree of Fig. 2(b) in which the individual
12 is typed as(A,C), (B,C), and(C,C), respectively. The three runs have as results the psmaps depicted
in Figure 4. The union of these three psmaps gives as results the psmap depicted in Figure2(c). We can
note that genotypes(B,B) and(B,C) have been eliminated from individual 9.

3 TheCeler tool

We have implemented the O’Connell and Weeks algorithm in a tool namedCeler. Celer has been devel-
oped in C++ and is able to perform genotype elimination. Using a command-line switch, it is possible
to select either Lange-Goradia or O’Connell and Weeks’s algorithm. Celer receives as input a pedigree
in pre-LINKAGE format, and writes the processed pedigree ina human-readable form. Moreover, it is
also possible to have a DOT-file as output, that can be processed with Graphviz [3] to obtain a graphical
representation of the resulting pedigree.

3.1 Parental information

In the design of our application, we kept the genotypic information separated from the parental informa-
tion. During the parsing of the file, parental relations are stored in a redundant set of data structures (list
of nuclear families in the pedigree, list of partners of eachindividual, list of families each individual be-
longs to, etc.). These data structures allow to recover all the parental relations needed by the consistency
algorithms in a fast way. For instance, during the Lange-Goradia algorithm, to avoid unnecessary itera-
tions, we set up a working list of the families to be processed. When the genotypes set of an individual
changes, we insert in the working list only the families the individual belongs to.

3.2 Genotypes set as bitmaps

Our efficient implementation uses bitmaps to represent elements of℘(G ) (individual of a psmap). When
the set contains few genotypes, a bitmap needs more space than other alternatives such as binary search
trees. On the contrary, this slight drawback is counter-balanced by many advantages. First of all, the
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Figure 4: An example of the applications of the O’Connell andWeeks: from the pedigree in Fig.2(b)
the individuals 8 and 12 are chosen as loop breakers, leadingto three applications of the Lange-Goradia
algorithms whose results are depicted in this figure.

operations of search, insertion and deletion from subset ofG can be completed in constant time. More-
over, when the maximum number of alleles is known in advance,bitmaps can avoid the use of dynamic
memory, thus speeding up the operations of copy and allocation/deallocation. Union and intersection
of set of genotypes can be implemented with bitwise logical operations. Even the iteration of all the
genotypes in a set can be implemented efficiently by calculating the least significant bit in a word.

We chose to represent alleles with unsigned integers in the range[0,N−1], whereN is the maximum
number of alleles. With this choice, elements of℘(G ) are triangular bitmaps withN rows. When
N = 32, then-th word of the matrix represents the subset ofG composed by genotypes withn as the first
allele, andk <= n as the second allele. In this way, it is easy to build bit masksfor manipulating sets of
genotypes.

As an example, consider the optimization suggested in [8]. To speed up the initial application of
the Lange-Goradia algorithm, O’Connell and Weeks suggest to pre-process the pedigree by removing
those genotypes that can be easily identified as superfluous by looking at a single parent-child pair. For
instance, when a child is fully specified with alleles(A,B), it is possible to remove from its parents all the
genotypes that do not contain at least one fromA andB. With the genotype set represented as a bitmap,
it is sufficient to clear all the bits that are not in wordsA,B and in columnsA,B. TheC++ code of this
operation can be found in Figure 5.

Concluding, the bitmap has been a key choice for speeding up all the consistency algorithms.

3.3 Loop breakers selection

We have seen that the O’Connell and Weeks algorithm executesthe Lange-Goradia algorithm once for
every combination of the genotypes of the loop breakers. Therefore, the selection of loop breakers greatly



N. De Francesco, G. Lettieri, L. Martini 63

void bitmap:: reduce_parent_child(int A, int B) {

/ / A i s a l w a ys l e s s o r e q u a l t h a n B
unsigned int allele_mask;

if (A == B) { / / homozygous i n d i v i d u a l
allele_mask = (1 << A);

unsigned int i;

for (i=0; i<A;++i) {

data[i] &= allele_mask;

}

i++; / / l e a v e A−t h word u n t o u c h e d
for (; i <32;++i) {

data[i] &= allele_mask;

}

} else {

allele_mask = (1 << A) | (1 << B);

unsigned int i;

for (i=0; i<A;++i) {

data[i] &= allele_mask;

}

++i; / / l e a v e A−t h word u n t o u c h e d
for (; i<B;++i) {

data[i] &= allele_mask;

}

++i; / / l e a v e B−t h word u n t o u c h e d
for (; i <32;++i) {

data[i] &= allele_mask;

}

}

}

Figure 5: The C++ code for the optimization suggested by O’Connell and Weeks. When an individual
is typed we remove from his/her children (and parents) the genotypes that do not contain at least one of
his/her alleles. In the code, A and B are the alleles of the typed individual.
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affects the total running time of the O’Connell and Weeks’s algorithm. InCeler, we chose to apply the
selection strategy suggested by Becker et al. [2]. The idea of the selection algorithm is to prefer to choose
the individuals that break more loops at a time, and to avoid the ones that have a long list of genotypes.
Becker et al. show that this problem is equivalent to the calculus of the minimum spanning tree of a
directed graph. The graph to be analyzed can be obtained fromthe parental graph by removing all the
individuals (and corresponding marriage nodes) that do notbelong to any loop. This reduction of the
graph must be put in place whenever a new loop breaker is chosen. The individuals in this graph are
labelled with the result of a functionf that estimates the cost of the selection of the corresponding loop
breaker. The functionf : M × I → Z

+ is defined asf (H, i) = log(♯H(i))/d(i), where♯H denotes the
cardinality of setH and d(i) is the number of neighbours of individuali in the graph. The intended
meaning of the functiond is to be a heuristic estimate of the number of loop the individual belongs
to. We implemented the spanning tree calculus with a modifiedversion of the classical algorithm by
Kruskal [5]. In fact, in this case, the functionf (and in particulard) must be recalculated because the
graph is reduced whenever a new loop breaker is found. However, since the cost of selection is only
increasing, the greedy methodology of the spanning tree algorithm can be preserved.

It is easy to see that, by definition ofsplit, givenS,T ∈ I andH ∈M , with T ⊆ SandH fixed onT,
it holdssplitS(H) = splitS\T(H). Therefore, in thesplit phase, we discard all the loop breakers that have
a single genotype.

3.4 Recursive vs non recursive reduction

To reduce the number of Lange-Goradia reductions (one for every combination of the genotypes of the
loop breakers), O’Connell and Weeks suggest to use a recursive version of their algorithm. Instead of
calculating all the combinations and applying the Lange-Goradia reduction, they adopt a backtracking
methodology and execute a Lange-Goradia reduction whenever a loop breaker genotype is fixed. The
algorithm can be expressed by the following pseudo-code. Inthe pseudo-code, given a functionf , we
denote withf [x/y] the functionf ′ defined asf ′(z) = f (z) if z 6= x, andy otherwise. This notation is used
for updating the The rationale behind this approach is to avoid a brute-force exploration of the results of

Algorithm 1 The recursive version of the O’Connell and Weeks algorithm
1: OCWR(P, B, H)
2: if B = ∅ then
3: return H
4: else
5: R←⊥
6: select an individuali ∈ B
7: for g∈ H(i) do
8: H ′← H[i/g]
9: R← R⊔OCWR(P,B\ i,LG(H ′))

10: end for
11: return R
12: end if

thesplit function in (2). However, our experiments show that this approach does not pay off when coping
with large pedigrees and few combinations to explore. In fact, all the psmaps that are on the recursion
call stack must be initialized and copied, thus leading to anincreased use of memory. When the number
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Name Individuals Generations %Founders Avg Family size
HOPS 221 12 21.72% 1.52
APE 4921 15 3.23% 1.82
QMSIM 8420 10 4.99% 2.00

Table 1: The three benchmarks used

of individuals is not high and there are many combinations toexplore, the recursive version is better than
the non recursive one.

4 Performances ofCeler

We have testedCeler with three different pedigrees. Following the methodologydescribed in [10], we
have simulated genetic data by picking founder alleles fromthe uniform distribution, applying randomly
the Mendelian laws down the pedigree to calculate non-founder alleles, and, finally, deleting the genotype
information of some individuals.

The first pedigree we considered is composed by 221 individuals. It is a human pedigree that traces
the ancestors of two individuals affected by hypophosphatasia (HOPS). The pedigree comes from the
Hutterite population living in North America, and it has been used previously in [7, 10].

We analyzed 100 datasets for each combination of the number of alleles (5, 7, 10, 12, 15, 17, 20, 25,
30), and of the ratio of untyped individual (5, 10, 20, 30, and50 percent), for a total of 4500 datasets.

Then, we tested a larger pedigree composed by 4921 individuals. This pedigree was also studied in
[10] and has been simulated with the method of Gasbarra et al.[4]. It has been used as a benchmark for
the tool Allelic Path Explorer (APE). The pedigree contains159 founders, and 75 percent of individuals
were inbred. Again, simulating genetic data, we have created 100 datasets for each combination of
number of alleles and each ratio of untyped individuals.

The last pedigree we tested is even bigger. It is composed by 8420 individuals and has been generated
with the tool QMSIM [12]. It is composed of 10 generations. The founders are 420 individuals (400
females and 20 males). We have tested the performance ofCeler on a Intel Core 2 Duo 3.00 GHz
machine equipped with 2GB of RAM and running Ubuntu Linux 9.10 (kernel version 2.6.31-21).

Figure 6 shows the execution time ofCeler when the Lange-Goradia algorithm is executed. We have
put the number of alleles on the x axis and there is a line for every percentage of untyped individuals
in the pedigree. Every dot in the graph refers to the average execution time of the 100 datasets for each
combination number of alleles-ratio of untyped individual. We have used a logarithmic scale on the y
axis, and therefore the linear trend corresponds to an exponential growth of the execution time when
the number of alleles is raised. We can note that, even thoughthe QMSIM pedigree is composed by a
larger number of individuals than APE, the execution times are significantly lower. This could be due
to its simple and regular parental structure (see Table 1 fora comparison). We have measured a very
low variance among the same 100 datasets, except when the number of alleles is high and the percentage
of untyped individual is set to 50%. This effect is particularly evident in benchmark APE. We reported
in Figure 6(d) the mean, and the first three quartiles of the execution times ofCeler, when the ratio of
untyped individuals is 50% and the alleles are between 20 and30.

We have also tested the same benchmarks whenCeler executes the O’Connell and Weeks algorithm.
However, in many cases, the loop breakers selection algorithm is able to find only loop breakers that
have a single genotype. In this case, as we have seen in Section 3.3, the O’Connell and Weeks algorithm
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Figure 6: The performance ofCeler when the Lange-Goradia algorithm is applied: HOPS 6(a), APE
6(b), and QMSIM 6(c). In 6(d) we show the quartile for the benchmark APE when the ratio of untyped
individuals is set to 50%, where we noticed a significant variance.
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Benchmark % unknown Avg LB Max LB Avg Cases Max Cases
HOPS <50% 0.0200 2 0.04 10

50% 1.7622 10 686* 4.66·106

QMSIM <50% 0.1175 6 0.18 240
50% 2.6978 19 955* 2.24·108

APE <50% 0.1175 4 0.19 32
50% 8.398 172 4.02·1067 3.61·1070

Table 2: The number of loop breakers and the number of cases generated by thesplit functions. The mean
marked with (*) have been calculated excluding testcases with combinatorial explosion (4 for HOPS, 8
for QMSIM).
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Figure 7: The execution times of the O’Connell and Weeks algorithm for HOPS 7(a), and QMSIM 7(b),
when only half of the individuals in the pedigree are typed.

is equivalent to the Lange-Goradia. With a low rate of untyped individuals, the number of loop breakers
(from now on we consider only the loop breakers with more thanone genotype) is different from zero
only in some sporadic cases, and thus the average execution time of the O’Connell and Weeks is very
similar to the Lange-Goradia one (the only difference beingthe loop breaker selection procedure). We
report in Table 2 the average number of loop breakers and the number of cases generated by thesplit

function. As shown in the table, there is the risk of a combinatorial explosion. When the ratio of
unknown individuals has been set to 50%, we could not complete the O’Connell and Weeks analysis
within 30 minutes of computations for 3 out of the 900 pedigrees of the HOPS benchmark and 8 out of
900 of the QMSIM benchmark, and for all the pedigrees of the APE benchmark.

In Figure 7 we have plotted the average executions of the O’Connell Weeks algorithm run on the
benchmarks HOPS and QMSIM when only half of the individuals are typed. We can note that the
recursive version of the algorithm dominates the non-recursive version. However, the gap between the
twos is very small in QMSIM, due to the overhead of the backtracking procedure that nearly counter-
balances the advantage of executing fewer Lange-Goradia iterations.



68 Celer: an efficient program for genotype elimination

5 Comparison with other software

O’Connell and Weeks have implemented their algorithms in the Pedcheck program [9]. Pedcheck is able
to check Mendelian consistency in pedigree with different levels of accuracy (and therefore with different
computational requirements). Level 1 analysis is able to discover simple errors related to a single nuclear
family (a child and parent’s alleles are incompatible, morethan 4 alleles in a sibship, or 3 if there is a
homozygous child). Level 2 correspond to Lange-Goradia algorithm. Level 3 and 4 provide a basic
support to error correction. Level 3 identifies the so-called critical genotypes (that is the individuals that,
if left untyped, make the pedigree consistent). Level 4 requires to know the frequencies of the alleles to
estimate the most probable corrections.

At this time Celer is more precise than Pedcheck as regards to genotype elimination, but it does
not offer error correction capabilities.Celer is more precise because it can also perform O’Connell and
Weeks algorithm that we have seen is more precise than the Lange-Goradia algorithm. Moreover, when
Pedcheck is applied to large pedigrees, even the Level 2 (Lange-Goradia) phase, takes a considerable
amount of time. For example, consider the QMSIM benchmarks (8420 individuals and 4000 families).
Even with only 10% of untyped individuals and 5 alleles, Pedcheck needs about 10 minutes of com-
putation, while our program executes the Lange-Goradia algorithm in less than 20 milliseconds. We
performed the same tests that we used on our tool and we found that Pedcheck could complete the anal-
ysis in times comparable with ours only on the HOPS benchmark. We report in Figure 8 the average
execution times ofCeler (with the Lange-Goradia algorithm) and Pedcheck (level 2 analysis) for the
HOPS benchmarks and ratio of untyped individuals varying from 10 to 50%. We can see thatCeler

always outperforms Pedcheck.

Mendelsoft [11] is another tool that is able to check Mendelian consistency and perform error correc-
tion. Sanchez et al. model the Mendelian consistency problem with soft constraint networks and use a
generic weighted constraint network (WCN) solver. In this way, they are not limited to a single error and
can also correct pedigree with multiple errors. They evaluate their tool with random and real pedigrees
composed of thousands of individuals and containing many errors. Even if we cannot directly compare
Mendelsoft withCeler (that does not have error correction capabilities), we can note that the memory
requirements of the WCN solver are very high. We have tested Mendelsoft with a machine equipped
with 2GB of RAM and in many cases the program crashed because the amount of virtual memory was
not sufficient. In particular, for the HOPS pedigree, Mendelsoft do not complete with this amount of
RAM when the number of alleles is above 12.

6 Conclusions and future works

We have described the design and implementation ofCeler, a program that performs genotype elimina-
tion. The design of the program has been aided by a formal description of the problem that highlighted
the critical aspects of the algorithms and helped us to find the best data structures. We have measured the
performances of the program and we have found thatCeler is able to cope with large pedigrees. In the
future, we would like to improve the working list selection algorithm of the Lange-Goradia elimination
procedure and to test different loop breakers selection algorithms on highly-looped pedigrees, such as
the one found in the APE test cases.



N. De Francesco, G. Lettieri, L. Martini 69

 0

 0.005

 0.01

 0.015

 0.02

 0.025

 0.03

 0.035

 0.04

 0.045

 0.05

 0.055

 5  10  15  20  25  30

S
ec

on
ds

Alleles

HOPS 10% unknown

Celer
Pedcheck

(a)

 0

 0.01

 0.02

 0.03

 0.04

 0.05

 0.06

 0.07

 0.08

 0.09

 5  10  15  20  25  30

S
ec

on
ds

Alleles

HOPS 20% unknown

Celer
Pedcheck

(b)

 0

 0.02

 0.04

 0.06

 0.08

 0.1

 0.12

 5  10  15  20  25  30

S
ec

on
ds

Alleles

HOPS 30% unknown

Celer
Pedcheck

(c)

 0

 0.02

 0.04

 0.06

 0.08

 0.1

 0.12

 0.14

 0.16

 0.18

 5  10  15  20  25  30

S
ec

on
ds

Alleles

HOPS 50% unknown

Celer
Pedcheck

(d)

Figure 8: Comparison with Pedcheck
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Formal modelling of Multi-Agent Systems (MAS) is a challenging task due to high complexity,
interaction, parallelism and continuous change of roles and organisation between agents. In this paper
we record our research experience on formal modelling of MAS. We review our research throughout
the last decade, by describing the problems we have encountered and the decisions we have made
towards resolving them and providing solutions. Much of this work involved membrane computing
and classes of P Systems, such as Tissue and Population P Systems, targeted to the modelling of
MAS whose dynamic structure is a prominent characteristic.More particularly, social insects (such
as colonies of ants, bees, etc.), biology inspired swarms and systems with emergent behaviour are
indicative examples for which we developed formal MAS models. Here, we aim to review our
work and disseminate our findings to fellow researchers who might face similar challenges and,
furthermore, to discuss important issues for advancing research on the application of membrane
computing in MAS modelling.

1 Multi-Agent Systems and Formal Methods

Software artefacts are characterised as agents if they can exhibit autonomous, reactive, proactive and
social behaviour [37]. Autonomy is a property that allows agents to carry out their own thread of com-
putation, without (much) intervention. Reactivity is not classified as an intelligent behaviour, however, it
is essential to provide immediate response to the percepts from the environment. Sometimes, reactivity
alone is more than enough to develop an emergent behaviour ofa system [5]. The operation of intelligent
agents is driven by goals that are achieved through a sequence of actions planned. Such goal-oriented
(proactive) behaviour often involves a rather complex deliberation process. Finally, agents are able to
communicate with other agents, a behaviour which leads to interaction between agents.

Multi-agent systems (MAS) consist of independent agents that can collaborate, negotiate, compete
etc. towards the achievement of personal or shared goals. MAS are rather complex, highly interactive,
highly parallel and highly dynamic systems. Agents play different roles in a MAS but they need to
exchange and share information and knowledge in order to engage in a common problem solving activ-
ity. This, apart from the need for certain communication andinteraction protocols, requires an effective
organisation between agents. Organisation in a MAS, such asagent roles, communication structure,
number of participating agents etc., is not static; it changes all the time throughout its operation. These
dynamics make MAS a challenging software development activity. The more complex a MAS is, the
more difficult the modelling process turns out to be and, in consequence, the less easy it is to ensure cor-
rectness at the modelling and implementation level. Correctness implies that all desired safety properties
are verified at the end of the modelling phase and that an appropriate testing technique is applied to prove
that the implementation has been built in accordance to the verified model [13].
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In software engineering the term formal methods is used to classify mathematical approaches to all
stages of software development. The main arguments in favour of formal methods are rigour, expressive-
ness and the ability to reason. The latter led to the promise of delivering correct software, i.e. software
that is developed based on formal specifications and proofs (verified and tested), such that it performs
in a desired manner under all circumstances. There is a dispute whether formal methods have deliv-
ered what they promised, i.e. correctness, but no one can argue that research and practice have shown a
considerable number of successes.

With MAS the issue of correctness is much more complicated, since MAS are open systems, often ex-
hibiting unpredictable emergent behaviour, and organisedaround a rather complex structure, with agents
that intensively communicate, continuously change roles,interact etc. Therefore, formal modelling and
verification that lead to implementation, testing, and simulation are challenging issues in MAS.

In our area of interest, formal modelling is particularly appealing as it raises many issues that cannot
be tackled in a straightforward manner and leave many open challenges. More specifically we have been
investigating, among others, the suitability of classes ofMembrane Computing systems [28] as means
of formal modelling of agents and MAS. We have mainly focusedour efforts to developing models
for biological systems with emergent behaviour or biology inspired systems. In this paper we record
our research experience on formal modelling for MAS. We review the last decade work, by describing
problems and their solutions. This is aimed at disseminating our findings to fellow researchers who might
face similar challenges. We also focus on important issues for advancing research on formal methods in
MAS further.

2 Case studies for Multi-Agent Systems

During the last years we have been researching on the formal modelling of MAS. Before we start de-
scribing our cumulative experience, we will briefly summarise the kind of MAS we have been dealing
with.

One class of MAS that was thought to be of particular interestwas the biological systems and mostly
systems of social insects. Colonies of ants and bees as well as cell grouping fall within this category [35;
17; 23; 20; 11]. Both consist of relatively simple reactive agents that if left alone there is nothing much
they can do. Organised as colonies, however, with roles and direct or indirect communication exhibit an
emergent intelligent behaviour. For example, Pharaoh ants[35; 17], apart from the pheromone trail they
produce to be used for foraging, they have a very effective way of organising their work within the society
as well as help each other to survive by exchanging food. Japanese bees [23] contribute as individuals
to increase the temperature in a hive and burn the attacking hornet. Foraging bees communicate the
destination of the food source by the famous dance of the returning bee [11]. Similar emergent behaviour
but with less direct communication among agents can be achieved in flocks, schools and herds [31; 27].

The other class of MAS that we have been modelling are those characterised as biology-inspired.
Such a system is NASA ANTS [8], a MAS which deploys unmanned spacecrafts with a variety of
specialisations to explore asteroids. More particularly,spacecrafts are organised in groups, each one
consisting of a leader, multiple workers, and one or more messengers. Workers are responsible for
gathering measurements, messengers for coordinating communication among all involved spacecrafts,
and leaders for gathering measurements from workers, setting goals and coordinating group formations.
We chose ANTS because it provides a good testbed for applyingformal methods [29]. The important
feature of ANTS is that there is a rather strict organisationwhich however is not affected even though
there might be a large number of spacecrafts out of order or destroyed [33]. Robustness is a property of
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all swarm intelligence systems.

3 Key issues in the modelling of agents and multi-agent systems

Individual agents operate based on the following:

• they perceive their environment by receiving stimuli as input which they filter and accept for further
processing;

• they receive messages from other agents;

• they update their beliefs based on both the percepts as well as the information encoded in the
received messages, by revising their temporary knowledge about the environment and others;

• they react based on a specific set of rules that describe individual behaviours;

• they engage in a deliberation process, which allows them to revise their goals and plans, and decide
what is the next action to be performed;

• they compile and send messages to other agents;

• they act and the effects of their action appear in the environment.

Not all the above are present in every agent. For example, reactive agents do not deliberate, while
“smarter” proactive agents do. Also, communication between simple biological agents is rather primitive
and mostly done through the environment, in contrast to moreelaborated direct communication that may
follow a strict protocol. Therefore, in order to create a model of an agent, one would require:

• non-trivial data structures, e.g. set ofn-tuples, sequences, lists, terms, with a set of their corre-
sponding operations, to represent beliefs, goals, plans, messages, percepts etc.;

• means of encoding rules that express reactive behaviour, which can also be arranged in a strict
order, e.g. avoid collisions, follow trail, forage;

• means of encoding the functionality that corresponds to their proactive behaviour (if such must be
present), such as revision of goals and plan generation;

• representation of the internal state of the agent.

In a multi-agent system:

• each agent operates in parallel with others;

• the mode of interaction imposes the way in which agents exchange messages;

• the roles and organisation define the structure of the communication flow;

• new agents may come into play while other cease to exist.

At MAS level, modelling would require:

• ways to deal with exchange of messages between agents, either direct or indirect through the
environment, deterministic broadcast, peer-to-peer or non-deterministic etc.;

• a way to express the interaction with the environment, that is, perception and action;

• a method for expressing the asynchronous computation of individuals;

• the addition and removal of agent instances “on the fly”;
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• means for structuring and restructuring the organisation “on the fly” (structure mutation).

If the modelling method used is formal, then there are a number of consequences that accompany
this choice. First of all, formal reasoning on the model can be performed. This can be through formal
verification, either proofs or model checking. Formal verification [10] will check whether desired prop-
erties of individual agents, or ideally of the whole system,stand. This is rather crucial before someone
proceeds with implementation. Secondly, one can employ formal testing techniques. A set of test cases
can be produced from the model to check whether the implementation is correct with respect to the model
[16]. Thirdly, if the formal method is accompanied by tools,prototype animation or simulation may be
possible [3]. This would facilitate the identification of misconceptions in the model which can then be
fixed before proceeding to the implementation. Finally, a set of refinement transformations could safely
lead to an implementation of the system that matches the original specification and model.

Table 1: Comparison of features of CXS, tPS, PCol and PPS withrespect to modelling.

Modelling feature CXS tPS PCol PPS

Individual Agents

Agent internal state representation
√ × × ×

Rules to describe reactive behaviour
√ × √ ×

Rules to describe proactive behaviour × × × ×
Non-trivial data structures for beliefs, goals, messages,stimuli etc

√ × × ×
Formal verification of individual agents

√ × × ×
Test case generation for individual agents

√ × × ×
Communication

Direct communication and message exchange
√ √ × ×

Non-deterministic communication × √ √ √

Indirect communication through the environment × √ √ √

Environmental stimuli (input)
√ √ √ √

Perception × × × ×
MAS Structure

Definition of agent roles
√ √ × √

Addition of agent instances on the fly × × × √

Removal of agent instances on the fly × × × √

Communication network restructuring × × × √

MAS Operation

Maximal parallelism
√ √ √ √

Arbitrary parallelism
√ √ √ √

MAS verification and testing × × × ×
Tool support

√ × × √

Environment

Modelling of the environment × √ √ √
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In our experimentation, we tried out two types of formal methods, namely state-based methods and
membrane computing. For the modelling process we have investigated a number of instances of those
methods, such as X-Machines (XM) [9; 12] and Communicating X-Machines (CSX) [21] for the former,
as well as tissue P systems (tPS) [26], P Colonies (PCol) [24]and Population P Systems [4] with active
cells (PPS) for the latter. Table 1 shows a comparison between all methods, as to whether they can
satisfy —directly, not through implicit means— the key issues in MAS modelling mentioned above.
The comparison refers to the most widely used definitions of the models. There are actually numerous
extensions that one way or another try to enhance the existing definitions with additional features. It
should also be noted that X-Machines are not included in the comparison as an X-Machine model may
only represent a single agent whereas in the table we compareformalisms that may be used for the
modelling of MAS.

4 Methods employed for modelling of MAS

After carefully considering the aforementioned alternatives and based on the comparison presented above
we selected to work with Communicating X-Machines and Population P Systems with active cells, and
attempted a number of modelling approached for all the MAS mentioned above, e.g. biological cells,
flocks, ants, Pharaoh ants, foraging bees, Japanese bees, and NASA ANTS. The reason for selecting
CXMs is due its advantages in regards to the modelling of an individual agent’s behaviour. Out of the
three membrane computing formalisms we selected PPSs with active cells due to the fact that they best
support operations on the MAS structure, such as addition and removal of agents as well as communica-
tion network restructuring.

A Communicating X-Machine SystemCXMS= (XMi,R), 1≤ i ≤ n is a collection ofn X-machines
XMi able to communicate through channels, as they defined in the communication relationR. More
particularly, anXMi is a deterministic stream X-machine [13] defined as follows:

X = (Σ, Γ, Q, M, Φ, F, q0, m0)

where:

• Σ andΓ are the input and output alphabets, respectively.

• Q is the finite set of states.

• M is the (possibly) infinite set called memory.

• Φ is a set of partial functionsϕ ; each such function maps an input and a memory value to an output
and a possibly different memory value,ϕ : Σ×M → Γ×M.

• F is the next state partial function,F : Q×ϕ → Q, which given a state and a function from the
typeΦ determines the next state.F is often described as a state transition diagram.

• q0 andm0 are the initial state and initial memory respectively.

Note that the definition of anXMi that belongs to a communicating system is slightly different, but
for reasons of exposition it is not appropriate to elaboratehere.

As an example consider the case of the Pharaoh ants. A more complete model of this case study may
be found in [30] but it is partially included here for demonstration purposes.

The ants spend much of their in-nest time doing nothing, thusstaying inactive. An ant may become
active when its food reserves drop below a defined minimum threshold.

The assumptions that are made in this study are the following:
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Figure 1: An example of a Communicating X-machine modellingthe exchange of food between two
ants.

• the colony only consists of workers;

• the nest, in which the colony is situated, is a rectangular environment (2D grid);

• the ants are either inactive or move around looking for food.If no food is found, they go outside
the nest to forage and identify (new) locations for food;

• when two ants meet they might share food, if one is actively searching for food and the other has
food reserves;

• the ants go out to forage when they do not have sufficient food reserves (according to the food
quantity threshold), no food source is identified and a pheromone trail leading to an exit of the nest
is discovered;

• ants that are outside may enter the nest at any time.

Figure 2: An example of an X-machine modelling a Pharaoh ant.
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An example of a Communicating X-machine in regards to the above description is depicted in Fig.
1 and shows how two ants communicate by sharing food. The inactive ant’s functiongiveFoodsends as
output the food amount it is willing to share to be received asinput by thetakeEnoughFoodfunction of
the active ant. Fig. 2 shows the state transition diagram of theXM model of one individual Pharaoh ant.

A Population P System with Active Cells [4] is defined as a construct:

P = (V, K, γ , α , wE, C1, C2, . . . , Cn, R)

where:
• V is a finite alphabet of symbols called objects;

• K is a finite alphabet of symbols, which define different types for the cells;

• α is a finite set of bond-making rules of the general form(t,x1;x2, p), with x1,x2 ∈V∗, andt, p∈K;

• γ = ({1,2, . . . n},A), with A⊆ {{i, j}|1≤ i 6= j ≤ n}, is a finite undirected graph;

• wE ∈V∗ is a finite multiset of objects initially assigned to the environment;

• Ci = (wi, ti), for each 1≤ i ≤ n, with wi ∈V∗ being a finite multiset of objects, andti ∈ K the type
of cell i;

• R is a finite set of:

– communication rules of the formr : (a; b, in)t , r : (a; b,enter)t , r : (b,exit)t , for a ∈ V ∪
{λ}, b∈V, t ∈ K, which allow the moving of objects between neighbouring cells or a cell
and the environment according to the cell type and the existing bonds among the cells;

– object transformation rules of the formr : (a→ b)t , for a∈V, b∈V+, t ∈ K, meaning that
an objecta is replaced by an objectb within a cell of typet;

– cell differentiation rules of the formr : (a)t → (b)p, with a,b ∈ V, t, p ∈ K meaning that
consumption of an objecta inside a cell of typet changes the cell, making it become of type
p. All existing objects remain the same besidesa which is replaced byb;

– cell division rules of the formr : (a)t → (b)t (c)t , with a,b,c∈V, t ∈ K meaning that a cell
of type t containing an objecta is divided into two cells of the same type. One of the new
cell hasa replaced byb while the other byc;

– cell death rules of the formr : (a)t → †, with a∈V, t ∈ K meaning that an objecta inside a
cell of typet causes the removal of the cell from the system.

An example of a Population P System modelling tumour growth is depicted in Fig. 3 (model de-
scription borrowed from the NetLogo models library [36]; a complete system definition using PPS may
be found in [30]).

A tumour consists of two kinds of cells: stem and transitory cells. It is a stem cell that is required
for the formation of the tumour to begin. At each time unit allcells divide thus doubling the size of
the tumour. Stem cells may divide in two ways: (a)asymmetrically, thus breeding a transitory cell that
moves outward, and (b)symmetrically, breeding another stem cell which also moves outward and settles
in another location thus creating a metastasis of the original tumour. In effect, a stem cell never dies as
during division one of the two daughter cells is always a stemcell.

Transitory cells divide only symmetrically up to a certain age; after that age they mature and eventu-
ally die. Finally, transitory cells that have originated from a metastatic stem cell, called metatransitory,
as well as all their offsprings die younger.

Each cell type has its own objects and rules. For instance, inFig. 3C6 is astemcell with two rules
according to the given example: a transformation rule that represents the cell’s ageing by increasing it
by 1, and a division rule that divides the cell in two creatinga new cell in positionpos′ with an age of 0.
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Figure 3: An example of a Population P System;Ri : set of rules related to cellCi ; wi: multiset of objects
associated to cellCi.

5 Synthesised Methods and Transformations

It is apparent that the two types of methods (state-based andmembrane) are complementary to MAS
modelling needs, something which led us to some kind of synthesis of the two. We attempted a potential
integration of the two as an instance of theOPERASframework [30].

TheOPERASformal framework for defining a dynamic multi-agent system,is defined by the 6-tuple
(O,P,E,R,A,S) where:

• O contains the reconfiguration operations (or rules, e.g. of the general formcondition⇒ action).
Each operation involves the application of one or more of theoperators that create or remove a
communication channel between agents or introduce/removean agent in/from the system;

• P is the distributed union of the percepts of all the types of agents involved in the system;

• the communication relationR : A×A with (Ai ,A j) ∈ R, Ai,A j ∈ A conveys the information that
agentsAi,A j can communicate by exchanging messages;

• E is a model of the environment;

• A is the set of agent instancesA = {A1, . . .An} whereAi is an agent instance defined in terms of
(a) its individual behaviour, and (b) its local structural mutation mechanism for reconfiguring the
system structure in its proximity;

• the setS= {(Behaviourt ,StrMutt) | t ∈ Types} holds the definitions of agent types (Typesbeing a
set of identifiers of the types of agents).

In OPERAS the behaviour of an agent can be modelled separately from its control. In principle,
this means that one can employ two different formal methods for each, thus taking advantage of both
state-based models and membrane computing ideas. It is therefore implied that there are several options
which could instantiate OPERAS into concrete modelling methods. As mentioned above, we have long
experimented with Communicating X-machines and Population P Systems with active cells, thus result-
ing into hybrid models such asOPERASCC [34] andOPERASXC [33]. The former uses PPS features for
both modelling the dynamics and the behaviour of the agents,as is abstractly depicted in Fig. 4.

OPERASXC on the other hand is a combination that uses state machines for the behaviour and PPS-
like rules for the organisation of the system, as is abstractly depicted in Fig. 5. This gave us the oppor-
tunity to combine the advantages that XMs have in terms of modelling the behaviour of an agent with
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Figure 4: An abstract example of anOPERASCC model that uses Population P System concepts for the
representation of both the agent’s behaviour and structuredynamics.

the advantages that PPSs have in terms of defining the controlover the structure of the system. Also, the
computation is driven by either method, which leads to a variety of interesting overall MAS computation.
For a complete case study modelled usingOPERASXC the interested reader is referred to [30].

Figure 5: An abstract example of anOPERASXC model that uses state machines for the behaviour and
PPS-like rules for the organisation of the system.

We have also attempted a number of transformations between Communicating X-Machines and P
Systems and vice-versa [19; 23]. Others in the P system research community showed more interest in
other transformations, such as from P Systems to Petri nets [25], process algebra [6], cellular automata
[7] etc. These have not only demonstrated the equivalence ofthese methods but created a temptation to
try out several techniques known for one method to the other.

In the development of the MAS models, two notations have beencreated, namely X-Machine Defini-
tion Language (XMDL) [18] and Population P System DefinitionLanguage (PPSDL) [32]. The accom-
panied tools assisted us in understanding in depth the overall behaviour of the developed models through
textual animation.
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6 Discussion and Open Issues

There are several open issues that are left for further research on MAS development, namely formal
modelling, verification, testing and tool support.

With respect to modelling, the effort to define a special class of P Systems should continue. The
new class must employ all features that will facilitate agent and multi-agent system modelling. The
computation within cells must be enhanced so that it can offer some complex reasoning required for goal-
oriented agents. Such an attempt may inevitably restrict maximal parallelism for the sake of correctness
of the behaviour of agents as well as of the whole system. An initial first attempt can be found at [22].
There is also room for development of the perception of the environment, since inserting an object into
the cell may not be enough in realistic systems. MAS researchers would also like to see built-in features
towards formal modelling of interaction between cells.

So far, there have not been useful results reported for verification of MAS models. Although verifi-
cation of individual agents is possible, verification of thecomplete MAS seems like an insurmountable
obstacle. The obvious reason is the combinatorial explosion problem due to the number of interactions
that increase the state space in an exponential manner. It would be worth investigating whether there
exist methods that work under specific harmless assumptionsthat could omit non-safety properties and
reduce the search space. Finally, model checking techniques for P systems is an interesting area open for
research developments. A direction towards model checkingwould be the automatic or semi-automatic
translation of models into code, for model checkers such as SPIN [14] or SMV [2].

If formal verification seems hard to achieve, informal techniques, such as simulation have a lot
to offer [1]. Suitable and correct transformations of formal models could lead to executable models
that simulate MAS. In turn, simulation can facilitate the discovery of erroneous situations or undesired
behaviour of the system. For numerous types of MAS, biology inspired included, visual animation is
highly desirable [36; 35].

Finally, although there exist testing techniques that can identify all faults in the implementation of an
individual agent developed based on state-based models, there is little work done towards the testing of
membrane systems [15]. Inevitably, it would appear to be a challenge to invent equivalent techniques for
the whole multi-agent system.

7 Conclusion

We have presented a review on the use of Population P Systems with active cells in Multi-Agent System
modelling. In the process of developing formal models of MAS, we discovered a number of challenging
issues that could partly be addressed by state based models and partly by membrane computing models.
These characteristics were pinned down together with the available features of various methods that
could make modelling possible. The synthesized solution gives space to a number of challenges, such as
verification, testing and simulation. With this review, we attempted to disseminate our findings, initialise
discussion that will set up directions of future research.
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In this paper we propose PALPS, a Process Algebra with Locations for Population Systems. PALPS
allows us to produce spatially-explicit, individual-based models and to reason about their behavior.
Our calculus has two levels: at the first level we may define thebehavior of an individual of a
population while, at the second level, we may specify a system as the collection of individuals of
various populations located in space, moving through theirlife cycle, traveling autonomously in
space and interacting with each other in various ways such aspreying on each other. We describe the
syntax and the semantics of PALPS and we illustrate its applicability via simple examples.

1 Introduction

During the last years we have witnessed an increasing trend towards the use of formal frameworks for
reasoning about biological as well as ecological systems, including process algebras [13, 14, 10], cellular
automata [5] andP-systems [3]. Process algebras, first proposed in [12, 7], toaid the understanding
and reasoning about concurrent systems, have proved to provide a number of features that make them
amenable towards capturing biological processes. In particular, process algebras are especially suited
towards the so-called individual-based approach of modeling populations as they enable one to describe
the evolution of each individual of the population as a process and, subsequently, to compose a set of
individuals (as well as their environment) into a complete ecological system. Features such as time,
probability and stochastic behavior, which have been extensively studied within the context of process
algebras, can be exploited to provide more accurate models,while associated analysis tools can be used
to analyze and predict their behavior.

In this work, our aim is to introduce a process-algebraic framework equipped with the notion of a
location to enable spatially-explicit modeling of ecological systems. In particular, we propose a domain-
specific process algebra which associates individuals withinformation about their position and thus al-
lows to explore location-dependent behavior of a population system. There exists a variety of existing
work which introduces location behavior into formal frameworks. Amongst them, we mention [2, 8, 1]
which introduce the concept of a location into frameworks developed for reasoning about biological pro-
cesses, whereas relevant proposals that introduce locations in process algebras for reasoning about ad
hoc networks can be found in [11, 6, 9]. The novelty of our proposal is that it associates location infor-
mation with population-system specific behavior such as reproduction and preying. In the next section
we present our process calculus and in the final section we conclude with remarks on future work.
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2 The Process Calculus

In our calculus, PALPS (Process Algebra with Locations for Population Systems), we consider a system
as a set of individuals operating in space, each possessing aspecies and a location identifier. Movement
in the calculus is modeled via a specialized action whose effect is to change the location of an individual,
with the restriction that the originating and the destination locations are neighboring locations. The
notion of neighborhood is implemented via a relationNb where(ℓ,ℓ′) ∈ Nb exactly when locationsℓ
andℓ′ are neighbors.

2.1 The Syntax

We continue to formalize the syntax of PALPS. We begin by describing the basic entities of the calculus.
We assume a set of channelsCh, ranged over bya, b, as well as a set of locationsLoc ranged over by
ℓ, ℓ′. Furthermore, we assume a set of special labelsS corresponding to the species under consideration,
ranged over bys, s′. To model preying, we also assume the existence of a relationPrey ⊆ S×S, where
(s,s′) ∈ Prey if individuals of speciess prey on individuals of speciess′.

Our calculus also employs a set of logical expression rangedover by e. One of our main aims
being to facilitate reasoning about spatial-dependent behavior, these conditions are intended to capture
environmental (location-relevant) situations which may affect the behavior of individuals. Since, in the
present form of PALPS, locations are not associated with anyenvironmental factors (e.g. temperature),
the only useful properties individuals may observe concernthe number of individuals of the same or
another species co-existing within the same location. Thus, we consider expressionse, to be built using
the logical connectives∧ and¬ and the basic expressions(s@ℓ) ⊲⊳ c, wherec is a natural number and
⊲⊳∈ {=,≤,≥}, the intention being that(s@ℓ) ⊲⊳ c expresses that the number of individuals of species
s are equal to / less than / greater thanc. We also write @ℓ ⊲⊳ c to denote that the total number of
individuals of all species are⊲⊳ c. We then writeS |= e for a population systemS and an expressione,
exactly whenS satisfiese. The relation|= is defined by induction one in the natural way.

The syntax of PALPS consists of three levels: (1) the individual level (ranged over byP ), (2) the
species level (ranged over byR) and (3) the system level (ranged over byS). Their syntax is defined via
the following BNF’s

P ::= 0 | η .P | P1 + P2 | cond (e1 � P1, . . . ,en � Pn) | C

R ::= !a.P

S ::= 0 | P:[[s, ℓ]] | R:[[s]] | S1 |S2 | S\L | [S]

whereL ⊆ Ch, C ranges over a set of process constantsC , each with an associated definition of the form

C
def
= P, where the nodeP may contain occurrences ofC, as well as other constants, and

η ::= a | a | move | prey | √ .

Beginning with theindividual level P, the0 process represents the inactive individual.η .P describes
the individual who first engages in activityη and then behaves asP. Activity η can be an (input) action
on a channela, written simply asa, a complementary (output) action on a channela, a, a movement
action,move, a preying action,prey, or a time-passing action,

√
. Actions of the forma, anda, a ∈ Ch,

are arbitrary actions performed by an individual e.g.eat, and they are also used to model reproduction. A√
action measures a tick on a clock and is used to separate the phases/rounds of an individual’s behavior.

Essentially, given a system, the intention is that in any given time unit all individuals perform their
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available actions, possibly synchronizing as necessary, until they synchronize on their next
√

action.
P1 + P2 represents the nondeterministic choice betweenP1 andP2. The conditional processcond (e1 �

P1, . . . ,en � Pn) presents the conditional choice between a set of processes:it behaves asPi, wherei is
the smallest integer for whichei evaluates totrue. Finally, process constants provide a mechanism for
including recursion in the calculus.

Moving on to thespecies level, we note that during their life cycle, individuals mayproduce off-
springs. To capture the creation of new individuals, we employ the specialspecies processesR. R,
defined as !a.P, is a replicated process which may continuously receive input through channela. This
will result in the creation of a new individualP. Such inputs will be provided by individuals in the phase
of reproduction.

Finally, population systems are built on the basis of located individuals,P:[[s, ℓ]], wheres andℓ are
the species and the location of the individual, and speciesC:[[s]], wheres is the name of the species.
Furthermore,S\L models the restriction of the use of channels in setL within S and [S] is the closure
operator. This operator is applied at the highest level of a population system and its semantic significance
is that it allows us to select the valid behavior of the systembased on the conditions that the system
satisfies, as expressed in the semantics of the calculus.

As an example, consider the model described in [2] where a setof individual live on ann×n lattice
of resource sites and go through phases of reproduction and dispersal. Specifically, the studied model
considers a population where individuals disperse in spacewhile competing for a location site during
their reproduction phase. They produce an offspring only ifthey have exclusive use of a location. After
reproduction the offsprings disperse and continue indefinitely the same behavior. In PALPS, we may
model the described speciess as !rep.P, where

P
def
= move.

√
.cond (s@ℓ = 1� P1;else

√
.P)

P1
def
= rep.

√
.P1+ rep.rep.

√
.P1

We point out that the conditional construct allows us to determine the exclusive use of locationℓ by
an individual whereelse is used as a shorthand to¬(s@ℓ = 1). Furthermore, note thatP1 models the
nondeterministic production of one or two offsprings of thespecies. During the dispersal phase, an
individual moves to a neighboring location which is chosen nondeterministically, as prescribed in the
semantics of the next Section. Then a system containing of two individuals at a locationℓ and one in
locationℓ can be modeled as[P:[[ℓ,s]]|P:[[ℓ,s]]|P:[[ℓ′,s]]|(!rep.P):[[s]]].

To model a competing speciess′ which preys ons, we may define the process !rep′.Q, where

Q
def
= cond (s@ℓ ≥ 1� prey.

√
.Q1;else

√
.Q2)

Q1
def
= rep′.

√
.Q

Q2
def
= cond (s@ℓ ≥ 1� prey.

√
.Q1;else

√
.die.0)

This species looks for a prey. If it succeeds it produces an offspring. If it fails for two consecutive time
units its dies.

The notion of food at a location may also be modeled in PALPS. Achanneleat is employed to model
eating and, for example, a food source at locationℓ of amountn which replenishes everyt time units can
be described asFoodn,t :[[ f , ℓ]], where

Foodi, j
def
=







eat.Foodi−1, j +
√

.Foodi, j−1 if i > 0, j > 0√
.Foodi, j−1 if i = 0

Foodn,t if j = 0
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2.2 The Semantics

The semantics of PALPS is defined in terms of a structural operational semantics, which is given at two
levels in Tables 1 and 2. The rules of Table 1 describe the behavior of individuals in isolation whereas
the rules in Table 2 the behavior of complete systems. A transition of P has the formP

e,η−→ P′, specifying
thatP can perform actionη under conditione and evolve intoP′.

Table 1:Transition rules for individuals

(Nil) 0
true,

√
−→ 0 (Act) η .P

true,η−→ P

(Sum)
Pi

e,α−→ P′
i , i ∈ {1,2}

P1 + P2
e,α−→ P′

i

(Const) P
e,α−→ P′

C
e,α−→ P′ C

def
= P

(Cond)

Pi
e,α−→ P′

i ,e
′ = ei ∧ (

∧

j<i

¬ei)

cond (e1 � P1, . . . ,en � Pn)
e∧e′ ,α−→ P′

i

Axiom (Nil) specifies that the inactive process may allow time to pass while Axiom (Act) states
thatη .P can always execute actionη and evolve toP. Rules(Sum) and(Const) express the semantics
of nondeterministic choice and process constants in the expected way, where(Cond) stipulates that a
conditional process may perform an (conditional) action ofcontinuationPi assuming thatei evaluates to
True and alle j, j < i are false.

Moving on to the higher level of the semantics, a transition of S has the formS
e,α−→ S′, signifying that

S can perform actionα under conditione and evolve intoP′, where actionsα embed in them information
about the location and the species taking part in the transition. Precisely,α can have one of the following
forms:

• η@l denotes the execution of actionη at locationℓ.

• prey,s@l denotes the execution of a prey action at locationℓ by an individual belonging to the
speciess.

• τ@l denotes the internal action, which arises when two complementary actions take place at the
same locationℓ.

• √
denotes the time passing action.

Note that in the rules below we writeβ to range over allη actions with the exception of the specialized
actionsmove andprey which are treated separately.

To begin with, rule(Loc) embeds location information to actions of a located process. Next, rule
(Move) specifies that a located process may nondeterministically move to any neighboring location.
Rules(Par1) and(Par2) stipulate the semantics of the parallel composition construct (their symmetric
versions are omitted. Rule(Rep), illustrates the semantics of the replication construct. Here we may
observe how the generator of new individuals may create a newlocated individual of a species while itself
remaining in the environment for further use. Note that(!a.P):[[s]] can communicate with individuals at
all locations and the newly-instantiated individual acquires the location of its parent. Moving on to rule
(Prey) we may see how a preying individual may kill an individual of aspecies on which it preys. Rule
(Hide) implements restriction of the set of channels inL and rule (Close) distills only those transitions
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Table 2:Transition rules for systems

(Loc) P
e,β−→ P′

P:[[s, ℓ]]
e,β @ℓ−→ P′:[[s, ℓ]]

(Move)
P

e,move−→ P′,(ℓ,ℓ′) ∈ Nb

P:[[s, ℓ]]
e,move@ℓ−→ P′:[[s, ℓ′]]

(Par1) S1
e,η@ℓ−→ S′1

S1|S2
e,η@ℓ−→ S′1|S2

(Par2) S1
e1,a@ℓ−→ S′1,S2

e2,a@ℓ−→ S′2
S1|S2

e1∧e2,τ−→ S′1|S′2

(Rep) ℓ ∈ Loc
(!a.P):[[s]]

true,a@l−→ P:[[s, ℓ]]|(!a.P):[[s]]
(Prey)

S
e,prey,s@ℓ−→ S′,s′ ∈ Preys(s)

P:[[s′, ℓ]] | S
e,τ−→ S′

(Hide) S
e,η@ℓ−→ S′,η 6∈ {a,a|a ∈ L}

S\L
e,η@ℓ−→ S′\L

(Close) S
e,η@ℓ−→ S′,S |= e

[S]
true,η@ℓ−→ S′

(Time)
S1

e1,
√

−→ S′1,S2
e2,

√
−→ S′2

S1|S2
e1∧e2,

√
−→ S′1|S′2

of a system whose conditions are satisfied in the current state of the population system. Finally, (Time)
imposes a synchronous nature to the time-passing action

√
.

3 Concluding remarks

This paper reports on work in progress towards the development of a process calculus for the spatially-
explicit and individual-based modeling of ecological systems. In future work we intend to extend our
study by developing the theory of the calculus and introducing probabilistic behavior. Most importantly,
we plan to implement a tool to accompany our language for performing simulations and possibly analysis
of modeled systems. In related work, we have in fact implemented a prototype tool for a variant of the
calculus containing probabilistic choice, locations, movement and reproduction [4]. As our experiments
have shown, and as one would expect, the notion of location increases the burden of evaluating systems.
Thus, our future work will also have to concentrate on providing optimizations for system analysis.
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The aim of this work is evaluate the applicability of probabilistic model checking as an analytic tool
for understanding the dynamics of ecological models. We reason that a specialist can obtain useful
insights, as the results of the analyses is exact as opposed to classical deterministic models. However,
in order to combat the high computational costs additional research is necessary.

The formalism used to model the population by individual-based approach is stochastic sync-
automata. We employ the PRISM probabilistic model checker to evaluate the logic-based properties.
As case studies we considered the models for infectious disease with droplet contact route of trans-
mission and also vector-borne transmitted diseases.

1 Introduction

Mathematical modelling of the progress of infectious diseases gives the means to discover the likely
outcomes of epidemics or helps manage them by vaccination. In case of large populations deterministic
approach using differential equations can be employed. More recently, individual-based methodology
has been applied to study the epidemic dynamics. Although computationally quite expensive, it has an
ambition to account for stochastic effects characterisingsuch dynamics in small populations. Individual-
based models, thanks to their similarity to systems of interacting agents, allow benefitting from analysis
methods originally developed in computer science.

In this work we attempt to apply such a technique, probabilistic model checking [10], to study com-
partmental population models. These are utilised for many common childhood diseases that confer
long-lasting immunity.

In particular, we start by presenting a modelling language called sync-programs [3] originally de-
veloped for description of biological systems such as signalling pathways. It can well serve as agent
description language, where each individual is modelled bya finite-state automaton. To represent in-
teractions, synchronisation is utilised. The approach permits multi-way synchronisation if needed. For
the purpose of the application to epidemiology, the language has been stochastically extended: each
interaction is enriched with rates determining the likelyhood of the related event.

We present the framework on two models. The first is a compartmental modelSIRfrom the literature
and where only hosts are modelled – each individual by one automaton. This model describes well the
progress of infectious diseases with droplet contact routeof transmission such as measles, mumps and
rubella [12]. The other model,VectSIR, demonstrates the dynamic aspect of the description language
namely of creation of new automata in the runtime. This approach serves for investigating epidemics of
diseases with vector-borne transmission. Vectors are organisms that do not cause disease themselves but
that transmit infection by conveying pathogens from one host to another. Even though not supported by
exact data from field studies, we believe these models can faithfully be employed for studying tick-borne
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encephalitis, Chikungunya (vector mosquitoes), Pappataci fever (vector sandfly) and diseases caused
by Rickettsia bacteria like rickettsialpox, Boutonneuse fever and various spotted fevers (transmitted by
ticks, fleas and lice).

The analysis is done via probabilistic model checking, a formal verification technique for analysis of
systems that exhibit stochastic behaviour. It consists in verification, based on exhaustive exploration of
the constructed model, of quantitative properties specified in probabilistic logic.

We are able to check properties regarding the behaviour of each population over time, as for instance
to identify conditions for the outbreak of the infection or to demonstrate the retreat of the epidemic. Note
than in contrast to simulation approaches with a limited number of traces we obtain exact results based
on inspection of all possible behaviours of the system, giving strong formal guarantees.

2 Stochastic dynamic sync-programs

First we describe dynamic sync-programs [3]. Then, for the purpose of modelling the progress of an
epidemic in a population, we introduce a stochastic extension of these programs.

2.1 Dynamic sync-programs

In order to model an epidemic in a population, we use a component-based approach. Each component
represents an individual, e.g. a host (human, animal) or a vector.

We assume a finiteset of component types CT. With every component typei a setAPi of atomic
propositionsis associated, encoding the state of component of that type.The sets of atomic propositions
are pairwise disjoint for all the types, i.e. ifi 6= j thenAPi ∩APj = /0. We assume a functiontype: AP→
CT that for an atomic proposition fromAPi gives its typei. We override the function with its lifting to a
set of atomic propositions.

A component is modelled by a finite-state machine called sync-automaton.

Definition 1. A sync-automaton Ai , wherei is a type, is a tuple
(Si ,S0

i ,SCi ,CCi ,Ri) where:

• Si ⊆ P(APi) is the set ofstates
• S0

i ⊆ Si is the set ofinitial states
• SCi is a set of labels of the form∧k∈LUk:Vk whereL ⊆ N and for everyk∈ L there is aj such that

Uk,Vk are sets of atomic propositions drawn fromAPj or their negations. A label fromSCi is called
asynchronisation condition

• CCi is a set of labels of the form∧k′∈KWk′ whereK ⊆ N and for everyk′ ∈ K there is aj ∈ I(i)
such thatWj is a set of atomic propositions drawn fromAPj or their negations. A label fromCCi

is called acreation condition
• Ri ⊆ Si ×SCi ×CCi ×Si are themovesbetween states.

Each state of a sync-automatonAI
i is a truth value assignment to atomic propositions of component

type i. Each move is labelled by a synchronisation conditionsc and by a creation conditioncc. We
denote a move from statesi to stateti with labelssc andcc by si

sc
−→
cc

ti . This move intuitively means

that automatonAI
i can move fromsi to ti if there are concurrently performed moves of sync-automata

satisfying conditionsc. Note that in this way multi-way synchronisation can be obtained. Moreover, by
performing the move, automata described bycc are created.

The synchronisation condition is a label in the form of∧k∈LUk:Vk and specifies requirements for
automata to synchronise with. For everyk in L, the sets of propositionsUk andVk are to be satisfied in
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the starting and ending state, respectively, of the concurrently performed move of a sync-automaton of
typetype(Uk).

We remark that in the synchronisation condition of a move of async-automaton of typei there can
be multiple references to the components of a typej, referring to different instances of sync-automata
of such a type. References to other instances of the same typei are also allowed. Moreover, note that
it is possible forL to be empty. Intuitively, this means that the sync-automaton AI

i does not have any
requirements on other sync-automata. We write a synchronisation condition of this form, i.e.∧ j∈ /0Uk:Vk,

asNOSYNC. Move si
NOSYNC
−−−−−→ ti represents an autonomous move ofAI

i . We use an abbreviationUk 	

for a condition of the formUk:Uk.
The creation condition is a label in form∧k∈KWk that specifies sync-automata that are to be created.

For everyk in K, the set of atomic propositions (or negations)Wk encodes an initial state of sync-
automatonAI

j for some j ∈ I(i) which will be created having this initial state. In case the multisetK is
empty, the creation condition is not displayed.

By running in parallel sync-automata, we obtain a sync-program. Note that a program can contain
multiple sync-automata of the same type.

Definition 2. A sync-programis a tupleP = (si1|| . . . ||sin), where eachsi is an initial state of sync-
automatonA j with type j = type(si) ∈ I . The creation conditions on the moves of all sync-automata
are well formed, i.e. for every creation condition∧k′∈KWk′ everyWk describes a unique states′ of sync-
automaton with type inI ands′ is initial.

Now we define the semantics of dynamic sync-programs. Here wedescribe it intuitively, formal
definitions can be found in [3].

The semantics of a dynamic sync-program can be given in termsof a labelled transition system. The
states are multisets of states of all automata types, initial states correspond to multisets of initial states
admissible by automata in the program.

Transition between two statessandt with labell in the semantics corresponds to a synchronisation of
a minimal setl of automata such that the synchronisation is composed of moves of automata from their
local states described ins to their local states described int. Moreover the synchronisation conditions
of all the moves are satisfied, in that each precondition is satisfied ins and each postcondition int. All
automata not participating on the synchronisation stay idle. Statet also includes initial states of newly
created automata described in creation conditions of synchronising moves.

2.2 Stochastic extension

The standard way of extending a formalism to model quantitative aspects [5] of systems is by incorporat-
ing a collision-based stochastic framework on the lines of the one presented by Gillespie [4]. The idea is
that a rate constant is associated with each considered reaction. Following the law of mass action, such a
constant is obtained by multiplying the kinetic constant ofthe reaction by the number of possible combi-
nations of reactants that may occur in the system. The resulting rate is then used as the parameter of an
exponential distribution modelling the time spent betweentwo occurrences of the considered reaction.

The use of exponential distributions to represent the (stochastic) time spent between two occurrences
of chemical reactions allows describing the system as a Continuous Time Markov Chain (CTMC), and
consequently allows verifying properties of the describedsystem by probabilistic model checking.

In the case of stochastic sync-programs, the transition in the semantics represents a reaction and
automata moves the reactants. Hence stochastic rates need to be associated with every move. A move

si
sc
−→
cc

ti with rater is denoted assi
sc[r ]
−−→

cc
ti .
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In the semantics, the exact rate of a transition is equal to the product of the rates of all participating
moves multiplied by the number of possible combinations of automata moves. More precisely rate of a
transitiontr is rtr = Πm∈tr(rm∗#m) where for each movem participating on the transitionrm is the rate
of mand #m is the number of automata able and ready to perform this move.

In order to make sure that the rate of a synchronised transition is meaningful, a common technique
is to make one move active, which actually defines the rate forthe synchronised transition, and the other
moves passive, with rates 1.

3 Probabilistic model checking

Model checking is a fully automatic verification method based on the exhaustive search of the state space
of the system. Probabilistic model checking enables checking quantitative properties regarding time and
probabilities.

Traditional model checking aims at checking the validity ofa temporal logic formulaφ (in LTL,
CTL, CTL* , or the like) on a given Kripke structureM, i.e., it checks whetherM � φ . Kripke structures
are transition systems, where states are labeled with propositions, and the transition relation is total. In
the probabilistic setting, however, different models exist, and their appropriateness is mainly determined
by the application, e.g., is continuous time needed, is there a need for nondeterminism, and so forth.

In setting of the present work, as our stochastic semantics is a Continuous Time Markov Chain
(CTMC), we are interested in model checking of these models.The logic used is Probabilistic Compu-
tation Tree Logic (PCTL) [6]. PCTL is a quantitative variantof CTL where the path quantifiersA andE
are replaced by a probabilistic operatorP that allows querying the probability of a path formula. Another
logic, Continuous Stochastic Logic (CSL)[1] extends PCTL’s path operators with time bounds.

Efficient probabilistic model checking tools exist and havebeen applied by a large number of users
from different areas. We concentrate on the model checker PRISM [7]. PRISM supports model checking
of CTMCs and Markov decision processes for the logics PCTL and CSL. Other probabilistic model
checkers include MRMC, LiQuor and YMER.

4 Application

4.1 Compartmental models in epidemiology

In order to represent the development of an epidemic a model needs to just the characteristic aspects that
are relevant to the infection in consideration. In case of SIR model (fig. 1), the population is divided into
three compartments: those who are susceptible (S) to the disease, those who are infected (I) and those
who have recovered and are immune (R). In the diseases under consideration a single epidemic outbreak
is far more rapid than the vital dynamic, we might neglect thebirth/death processes.

The typical progress of each host is S to I to R. We model this with a sync-automaton represent-
ing each individual. Atomic propositions used are threeS, I andR. Each automaton has three states:
{S,¬I ,¬R}, {¬S, I ,¬R} and {¬S,¬I ,R}. We display only the atomic propositions that are true in a
state.

The move from S to I occurs by getting an infection from an individual that is infected. This is
modelled by a synchronisation, where this move can only be concurrently with a move of another sync-
automaton that goes from state satisfyingI to state satisfyingI (denoted asI 	). The rate of this move
r1 represents which the probability of getting the disease in acontact between a susceptible and an
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Figure 1: SIR model,ASIR.
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Figure 2: VectSIR model

Figure 3: Reach.(I = 0) vs. time. Figure 4: Reach.(R> S). Figure 5: Reach.(R> S) vs. time.

infectious subject. The synchronising partner loop move onstateI is passive and thus has rate 1. The
recovery from the disease occurs autonomously for each individual, hence theNOSYNCmove. Its rate
is in general dependent on the recovery timeD, in particularr2 = 1/D. The key role in determining the
dynamic of our model plays the ratio ofr1 to r2.

In the second model we consider disease with vector-borne transmission. The hosts are modelled by
using the SIR approach (fig. 2a), the change is that the infection occurs by a vector (fig. 2b). By feeding
on blood of an infected host the vector gets infected (move tostatein f ectivewith rater1) transmits the
infection to all successive hosts. We consider a fixed population of hosts. On the other hand, since the
reproduction cycle of most vectors (mainly insects) tends to be considerably shorter, we model it by
creating new individuals (NOSYNCloops in states /0 andin f ectiveat rater3). Moreover, vectors, not
depending, on their infectiveness die at rater4.

In order to be able to perform the analysis described in the following subsection, we perform an ad
hoc translation of the stochastic sync-program to the PRISMinput language. The translation preserves
the CTMC semantics of stochastic sync-programs.

Note that for obtaining a model that is amenable to probabilistic model checking, that is a finite-state
model, we need to restrict the number of instances of automata of each type. Thus, we set a limit of
number of individuals to 10, both for hosts and vectors.

4.2 Analysis via probabilistic model checking

We performed probabilistic model checking of the two models, varying rates related to the infection
process.

The first model, SIR, is represented by programSIR= I ||S||S||S||S||S||S||S||S||Swith one automaton
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(a) r3 = 0,01 (b) r3 = 0,5 (c) r3 = 2

Figure 6: SIR: probability distribution of I vs. time

in stateI and nine in stateS. In this model we expected different behaviour depending onthe ratio
R0 = r1/r2. From the deterministic model analysis, ifR0 > 1/S(0) then there is an outbreak with an
increase of infectious population; ifR0 < 1 then no epidemic outbreak occurs, independently of the initial
population in S. This conjecture is checked by fixing rater2 and varyingr1. We check the PCTL formula
P =?[((R > S))] representing that the population of recovered individualsis bigger that population of
susceptibles. Since before a susceptible becomes recovered, necessarily spends some time as infected,
the property means that at least half of the population was infected. On fig. 4, result of plotting the
evaluation of the above formula with different values ofr1 it can be seen, that ifr1 is small, the probability
of reaching a point, where at least half of the population wasinfected, is low. When increasingr1,
probability of such event increases towards 1. On figure fig. 5this progress is plotted against time as the
evaluation of CSL formulaP =?[F <= t((R> S))] again varyingr1.

Probability of the retreat of the epidemic, or reaching state (I = 0) is 1. On fig. 3 it is shown how the
retreat is likely to happen in timet.

That the epidemic with smallr1 does not occur is clear from fig. 6a in which the probability ofbeing
in a stateI = X at timeY is expressed by colour intensity. With higher values ofr1 number of infected
individuals is likely to increase and then due to constant population size decrease to 0. The higherr1 is,
the more rapidly the epidemic occurs (fig. 6b and 6c).

In the second model VectSIR vector-borne transmission is considered. The programVectSIRconsists
of nine susceptible hosts, one infected and five non infectedvectors. The decisive rate for the speed of
epidemic outbreak is the creation rate of new vectors. This is witnessed in fig. 8 and fig. 9 wherer3

is varying with r1, r2 and r4 fixed. Similarly as in the previous model, the retreat of the infection is
unavoidable (probability of reaching(I = 0) is 1) and fig. 7 details is progress over time. The probability
distributions of values of I in time forr3 equal to 0,01, 1 and 2 are shown in figures 10a, 10b and 10c,
respectively.

5 Discussion

In this work we presented modelling of a progress of an epidemic via an stochastic individual-based
approach. Moreover, analysis technique called probabilistic model checking was applied to study the
properties of the model and sensitivity to parameters.

Stochastic approach, as opposed to the classical deterministic one, considers all possible evolutions
of the system and thus provides exact results. In case of small populations the model can witness presence
of stochastic effects in the system.
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Figure 7: Reach.(I = 0) vs. time. Figure 8: Reach.(R> S). Figure 9: Reach.(R> S) vs. time.

(a) r3 = 0,01 (b) r3 = 1 (c) r3 = 2

Figure 10: VectSIR: probability distribution of I vs. time

We used an automata based formalism to model individuals, where each agent is represented by an
finite-state automaton. The formalism seems to be a suitablemeans for description of these systems,
also because of the powerful possibility of specifying interactions of individuals as synchronisation.
Another necessary aspect that allows for dynamicity is the runtime automata creation. Since arbitrarily
complex behaviour of one agent is expressible by a finite-state automaton, large scale of epidemics can
be modelled.

As for the analysis method, probabilistic model checking provides useful insight into the dynamics
of the modelled system. Complex queries can be evaluated over the models considering probabilities of
values of variables in question and, in turn, plot the results in graphs.

A serious drawback, however, are the computational costs ofthe procedure. In particular, in order to
evaluate the queries in reasonable time (in the order of hours), we needed to limit the analysis to the order
of tens of individuals. A possible resolution of this impediment is to use approximate model checking
that admits errors as long as they can be bound [9].

As regards related work, probabilistic model checking has recently been applied to study epidemio-
logical models by Huang [8] who focuses the analysis to preventative and controlling measures to limit
the effects of the diseases. Ciocchetta and Hilston [2] apply the formalism and toolkit Bio-PEPA to
modelling and analysis of avian influenza. More often, stochastic models in epidemiology are used in
connection with analysis by simulation [11].

Probabilistic model checking shows signs of being an usefultool in analysis of dynamics of ecolog-
ical models, and is worth further investigation.
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