
Models of Computation

Written Exam on September 4, 2013

Exercise 1 (6)

Let us extend IMP with a new syntactic category Prog for programs defined by the clause

p ::= prog c.

Define an operational and a denotational semantics with

< p, n >→ m e P : Prog → N → N⊥.

Finally extend to the new construct the proofs of equivalence between operational and denotational
semantics. (Hint: Consider two special locations input and output, where to write the initial
datum n and where to read the result m respectively. Initially, every location different from input
will contain 0. Thus the initial memory will be σ0[n/input], with ∀x. σ0(x) = 0.)

Exercise 2 (6)

Let

P = {(X, Y ) | X, Y ⊆ ω ∧X ∩ Y = ∅} with (X, Y ) v (X ′, Y ′) iff X ⊆ X ′ ∧ Y ′ ⊆ Y

Prove that: (i) (P ,v) is a partial ordering; (ii) (P ,v) is complete.

Exercise 3 (8)

Consider HOFL with the following additional inference rule:

t1 → 0
t1 ∗ t2 → 0

and prove that determinism still holds: t → c1, t → c2 ⇒ c1 = c2. On the contrary, prove
with a counterexample that the property t → c ⇒ [[t]] = [[c]] does not hold. Thus modify the
denotational semantics to make the above property true and prove it. Finally add also the rule

t2 → 0
t1 ∗ t2 → 0

and repeat the same steps: find another counterexample and fix the denotational semantics ac-
cordingly, if possible.

Exercise 4 (5)

Prove that CCS strong bisimilarity is a congruence for restriction and sum, namely

p ' q ⇒ p\α ' q\α p1 ' q1 p2 ' q2 ⇒ p1 + p2 ' q1 + q2.

Exercise 5 (5)

Consider the PEPA program B with

A = (α, λ).B + (α, λ).C B = (α, λ).A+ (α, λ).C C = (α, λ).B

and derive the corresponding finite state CTMC. What is the probability distribution of staying
in B? If λ = 0.1 sec−1, what it the probability that the system be still in B after 10 seconds? Are
there bisimilar states?




















