
Models of Computation

Written Exam on June 6, 2013

(First part: Exercises 1 and 2, 90 minutes Second part: Exercises 3, 4 and 5, 90 minutes)
(Previous TSD students: Exercises 1, 2 and 3, 120 minutes)

Exercise 1 (7)

Given the IMP command

w = while x 6= 0 do (y := y + 2x ; x := x− 1)

prove that, for every σ, σ′ ∈ Σ,

〈w, σ〉 → σ′ implies σ(x) ≥ 0 ∧ σ′(y) = σ(y) + (σ(x) + 1)2 − (σ(x) + 1)

while σ(x) < 0⇒ 〈w, σ〉 6→.

Exercise 2 (8)

Given a set U , its totally ordered subsets (TOS) are defined as the pairs (S,≤) where S ⊆ U and ≤ a
total ordering on S, namely ≤ is a partial ordering on S with, in addition, ∀s1, s2 ∈ S. s1 ≤ s2 ∨ s2 ≤
s1. On TOSes, a relation v is defined as (S1,≤1) v (S2,≤2) iff S1 ⊆ S2 and ≤1 ⊆ ≤2. Prove that
TOSes with v form a complete partial ordering with bottom. Given two TOSes, their lub (least
upper bound) and their glb (greatest lower bound) are always defined? If not, give counterexamples.

Exercise 3 (5)

Modify the denotational semantics of HOFL for the conditional statement as follow:

[[if t0 : int then t1 : τ else t2 : τ ]]ρ = Condd([[t0]]ρ, [[t1]]ρ, [[t2]]ρ) where

Condd(z0, z1, z2)
def
= ifz0 = b0c or z1 = z2 then z1 else if z0 = bnc, n 6= 0 then z2 else ⊥(Vτ )⊥ .

Prove that if τ = int than Condd is monotone continuous, while if, e.g., τ = int ∗ int then Condd is
not monotone. (Hint: Take t1 = if t⊥ then (0, t⊥) else (0, t⊥) and t2 = if t⊥ then (0, 0) else (0, t⊥),
where t⊥ = rec x:int.x.) Explain why the counterexample does not apply when τ = int.

Exercise 4 (5)

Consider the π-calculus agent P = !((y)xy.!(xy.nil)), give the proof of its first transition and describe
informally its behavior. Finally define its trace semantics namely the set {α1α2 . . . αn | ∃Q.P

α1→α2→
. . .

αn→ Q}.

Exercise 5 (5)

A DT Markow circle is a DTMC consisting of a family S = {si}i=1,...,n of states. The transitions are
as follows, for i = 1, . . . , n− 1:

si
ai→ si+1 si

1−ai→ si sn
an→ s1 sn

1−an→ sn

Prove for which values of the parameters Markov circles are ergodic, and find the steady state
probabilities of all the states. Finally, assume that ai = a, i = 1, . . . n, and define all possible parti-
tions (lumpings), different from {S}, which are bisimulations and draw the corresponding DTMCs.












