
Models of Computation

Written Examination on July 16, 2013

(First part: Exercises 1 and 2, 90 minutes Second part: Exercises 3, 4 and 5, 90 minutes)
(Previous TSD students: Exercises 1, 2 and 3, 120 minutes)Exercise 1 (8)

Extend IMP with a recursion command c ::= . . . |X | recX.c, redefining memories as Σ′ = Loc→ (N ∪ (Σ→ Σ⊥)).
The denotational semantics of the new command is defined as follows;

C[[X]]σ = (σ(X))σ C[[recX.c]] = fixλϕ.λσ.C[[c]]σ[ϕ/X].

(i) Define the inference rule for (closed) commands recX.c. (Hint: analogous to the operational semantics of recursion
in HOFL); (ii) state, without proof, the substitution lemma for extended IMP; (iii) prove the completeness of the
denotational semantics of the new construct; and (iv) given the repeat command with denotational semantics:

C[[repeat c until b]] = fix Γ Γϕσ = B[[b]]∗(C[[c]]σ)→ ϕ∗(C[[c]]σ), C[[c]]σ

define an equivalent command using the rec and if then else constructs and prove that it has the same denotational
semantics.

Exercise 2 (7)

Consider the inference system R corresponding to the rules of the grammar (with V = {a, b}):

A ::= aAa|B B ::= bB|b

where the well formed formulas are of the form α ∈ A (resp. α ∈ B), with the meaning that string α belongs to the
language generated by the nonterminal A (resp. B). Write down explicitly the rules in R.

Prove by rule induction - in one direction - and by mathematical induction on n,m - in the other direction - that
the strings LA generated by A (resp. LB by B) are all the strings of the form anbman (resp bm), m,n ∈ ω,m ≥ 1.
Finally prove by induction on derivations that the lenght of the derivation of anbman ∈ A is n + m + 1 (resp. the
derivation of bm ∈ B is m).

Exercise 3 (5)

Consider the closed HOFL term t′ = recx.t : int. Prove that if [[λx.t]]ρ is not a constant, then [[t′]]ρ = ⊥N⊥ (Hint:
[[λx.t]] must be monotone, thus if it not a constant function its value on ⊥N⊥ must be ⊥N⊥). Give examples of t such
that [[λx.t]]ρ, with x ∈ fv(t), is a constant.

Exercise 4 (5)

Prove that in the π-calculus if p α→ q then also pρ
αρ→ qρ for any substitution ρ on the free names of p which does not

capture the bound names of α. Also, show that pρ
αρ→ qρ implies p α→ q for any injective substitution ρ, while pρ

αρ→ qρ
does not imply p

α→ q when ρ is a noninjective substitution. (Hint: consider the counterexample which proves that
ground bisimilarity is not a congruence.)

Exercise 5 (5)

A probabilistic system has four possible states, idle, working slow, working fast and failure. From idle, the system can
move with probability p to working slow and with probability 1− p to working fast, where 0 ≤ p ≤ 1 is a parameter.
From working fast, the system returns to idle with 80% probability and otherwise moves to failure, while from working
slow, the system returns to idle with 95% probability and otherwise moves to failure. Finally, from failure the system
moves with 50% probabiity to idle, or otherwise remains in the same state. Define the DTMC corresponding to
the description above, observe that the chain is ergodic, and compute the stationary probabilities in terms of the
parameter p. Finally, assuming that the gain for state working fast is 2 and for working slow is 1 (0 for the other
states), compute the total gain in terms of p and determine the best value of p.
















