
Models of Computation

Written Examination on June 27, 2013

(First part: Exercises 1 and 2, 90 minutes Second part: Exercises 3, 4 and 5, 90 minutes)
(Previous TSD students: Exercises 1, 2 and 3, 120 minutes)

Exercise 1 (8)

Define the small step semantics of IMP commands as an inference system with well formed formulas
of the form 〈C, σ〉 ⇒ 〈C ′, σ′〉, where C and C ′ are (possibly empty) sequences c0; c1; . . . ; cn of
commands, and with the following inference rules:

〈skip;C, σ〉 ⇒ 〈C, σ〉
〈a, σ〉 → n

〈(x := a);C, σ〉 ⇒ 〈C, σ[n/x]〉 〈(c0; c1);C, σ〉 ⇒ 〈c0; c1;C, σ〉

〈b, σ〉 → true

〈(if b then c0 else c1);C, σ〉 ⇒ 〈c0;C, σ〉
〈b, σ〉 → false

〈(if b then c0 else c1);C, σ〉 ⇒ 〈c1;C, σ〉
〈b, σ〉 → true

〈(while b do c);C, σ〉 ⇒ 〈c; (while b do c);C, σ〉
〈b, σ〉 → false

〈(while b do c);C, σ〉 ⇒ 〈C, σ〉
Prove by rule induction (but only for the assignment and the complex while rules) that the new
semantics is deterministic, namely 〈C, σ〉 ⇒ 〈C ′, σ′〉 and 〈C, σ〉 ⇒ 〈C ′′, σ′′〉 implies C ′ = C ′′ and
σ′ = σ′′. Then prove (for all rules) that 〈c, σ〉 → σ′ implies, for all command sequences C, that
〈c;C, σ〉 ⇒+ 〈C, σ′〉, where 〈c, σ〉 → σ′ is the ordinary semantics of IMP and where ⇒+ is the
transitive closure of ⇒.

Exercise 2 (7)

Consider the languages of finite and infinite strings of natural numbers L ⊆ ω∗ ∪ ω∞, ordered by
inclusion, with the condition that αβ ∈ L implies α ∈ L, and αn ∈ L∧m < n implies αm ∈ L where
as usual α ∈ ω∞ implies αβ = α. Prove that such languages form a complete partial ordering with
⊥. Finally, explain why such languages actually represent finite and infinite, finite- and infinite-
branching, ordered trees.

Exercise 3 (5)

Determine the type, the canonical form and the Γ such that [[t]]ρ = fix Γ for the HOFL agent
t = rec F.λf. λx. if fst(x)− snd(x) then x else ((F f) x).

Exercise 4 (5)

Consider the (infinite) transition system consisting of all the pairs (n,m) of natural numbers, where
(n + 1,m) → (n,m) and (n,m + 1) → (n,m). Consider the µ-calculus formula µx.p ∨ 2x, give its
denotational semantics and compute its approximations on the transition system above assuming
that p holds on (0, n) and on (n, 0) for all n. Finally, give the denotational semantics and the fixpoint
for µx.p ∧2x, νx.p ∧ �x, νx.p ∧2x on the same transition system.

Exercise 5 (5)

Alice wants to throw a snowball to Bob. The actions of A are: c and the corresponding rate λc

for centering him; and (m,λm) for missing him. B, instead, can hide with (h, λh), and be hit with
(c,∞). Define a PEPA program A��cB and draw its (labelled) CTMC. Then build a (unlabelled)
DTMC by normalizing to a sum of 1 all the outgoing rates of a process. Conclude observing the
probability for Alice to hit Bob.






















