
Models of Computation

Written Exam on January 28, 2013

(MOD students: Exercises 1-5, 180 minutes Previous TSD students: Exercises 1-3, 120 minutes)

Exercise 1 (7)

Modify the denotational semantics of while as follows:

C[[while b do c]] = fix Γ Γϕσ = B[[b]]σ → ϕσ, σ.

Prove that C[[c]]σ = σ′ ⇒ 〈c , σ〉 → σ′ and show with a counterexample that 〈c , σ〉 → σ′ ⇒ C[[c]]σ = σ′ does not
hold.

Exercise 2 (7)

Consider the set PI of partial injective functions from ω to ω, with the ordering v explained in the course
(inclusion of sets of pairs, namely f v g if Gr(f) ⊆ Gr(g), with Gr(h) = {< x, y > | h(x) = y}). If we identify
a function f with its graph Gr(f), we have that f partial injective means < x, y >,< x, y′ >∈ f ⇒ y = y′ e
< x, y >,< x′, y >∈ f ⇒ x = x′. Prove that (PI,v) is a complete partial ordering. Finally, prove that function
F : PI → PI with F (f) = {< 2x, y > | < x, y >∈ f} is monotone continuous.
(Hint: Consider F as computed by the immediate consequences operator R̂, with R consisting only of the rule
< x, y > / < 2x, y >.)

Exercise 3 (6)

Consider the following equation:
[[t]]ρ = b([[first(t)]]ρ , [[snd(t)]]ρ)c.

Determine the type of t and the semantic domains all the subterms of the equation belong to, checking that the
left and the right hand side of the equation belong to the same type. Then show with a counterexample that the
equation does not hold. Finally, give necessary and sufficient conditions under which it holds.

Exercise 4 (5)

The terminating traces semantics (TT) of a CCS agent p, is the set of action sequences p can perform arriving at
a quiescent state:

[[p]] = {µ1µ2 . . . µn | p µ1→µ2→ . . .
µn→ q ∧ q 6→}.

Prove that two bisimilar agents have the same TT semantics. Finally, considering the two agents p = α.(β.nil +
γ.nil) and q = α.β.nil+α.γ.nil), and the context C[ ] = ( |α.β.nil)\α\β\γ, prove that the TT semantics is not
a congruence.

Exercise 5 (5)

In the notes, the CTMC notion of bisimilarity has been defined for unlabeled TSs, while PEPA TS is labeled.
Extend the definition of bisimilarity to the labeled version.3.3 Continuous-Time Markov Chains 41
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Figure 3.2. Two Markovian chains

Example 3.3.1. Figure 3.2 contains two examples of Markovian chains, E30

and E31.

Markovian chains are a bit more expressive than CTMC. Similar to PTS
compared to DTMC, ’parallel’ Markovian transitions are not representable
directly in a CTMC.We therefore restrict ourselves to those Markovian chains
satisfying that for each pair (P,Q) of states it holds that |(−−−−➤ ∩({P}×R+×
{Q}) )| ≤ 1.

Furthermore, loops of Markovian transitions (for instance E31
5−−−−➤ E31)

are irrelevant for the probabilistic behaviour of the associated CTMC. Loops
can be ignored because the probability to stay in a state decreases with a
rate cumulated from all the rates leading away from this state (0.4, in this
example). We could easily avoid such unnecessary loops, by requiring that
the transition relation is irreflexive.

Complementary to the role of geometric distributions in the discrete-time
case, the sojourn time distribution SJP for any state of a CTMC is exponen-
tially distributed. To illustrate why the sojourn time is given by an exponential
distribution, we first require to highlight some important properties enjoyed
by exponential distributions. They will also be crucial for many explanations
in later chapters.

(A) An exponential distribution Prob{delay ≤ t} = 1−e−λt is characterised
by a single parameter λ, a positive real value, usually referred to as the
rate of the distribution. The mean duration of this delay amounts to 1/λ
time units.

(B) In correspondence to geometric distributions in the discrete-time setting,
the class of exponential distribution is the only class of memoryless con-
tinuous probability distribution. The remaining delay after some time t0
has elapsed is a random variable with the same distribution as the whole
delay:

Prob{delay ≤ t+ t0 | delay > t0} = Prob{delay ≤ t}. (3.4)

(C) The class of exponential distributions is closed under minimum, which
is exponentially distributed with the sum of the rates:

Define two PEPA processes for the two TS in the figure above (assume all the transitions as decorated by the same
label and disregard the self loop on E31: why?) and compute iteratively the bisimilarity relation as the fixpoint of
function Φ.
















