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Abstract

Privacy is ever-growing concern in our society: the lack of reliable privacy safeguards in many current services and devices is the basis of a diffusion that is often more limited than expected. Moreover, people feel reluctant to provide true personal data, unless it is absolutely necessary. Thus, privacy is becoming a fundamental aspect to take into account when one wants to use, publish and analyze data involving sensitive information. Many recent research works have focused on the study of privacy protection: some of these studies aim at individual privacy, i.e., the protection of sensitive individual data, while others aim at corporate privacy, i.e., the protection of strategic information at organization level. Unfortunately, it is increasingly hard to transform the data in a way that it protects sensitive information: we live in the era of big data characterized by an unprecedented opportunities to sense, store and analyze complex data which describes human activities in great detail and resolution. As a result anonymization simply cannot be accomplished by de-identification. In the last few years, several techniques for creating anonymous or obfuscated versions of data sets have been proposed, which essentially aim to find an acceptable trade-off between data privacy on the one hand and data utility on the other. So far, the common result obtained is that no general method exists which is capable of both dealing with “generic personal data” and preserving “generic analytical results”.

In this thesis we propose the design of technological frameworks to counter the threats of undesirable, unlawful effects of privacy violation, without obstructing the knowledge discovery opportunities of data mining technologies. Our main idea is to inscribe privacy protection into the knowledge discovery technology by design, so that the analysis incorporates the relevant privacy requirements from the start. Therefore, we propose the privacy-by-design paradigm that sheds a new light on the study of privacy protection: once specific assumptions are made about the sensitive data and the target mining queries that are to be answered with the data, it is conceivable to design a framework to: a) transform the source data into an anonymous version with a quantifiable privacy guarantee, and b) guarantee that the target mining queries can be answered correctly using the transformed data instead of the original ones.

This thesis investigates on two new research issues which arise in modern Data Mining and Data Privacy: individual privacy protection in data publishing while preserving specific data mining analysis, and corporate privacy protection in data mining outsourcing.
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Chapter 1
Data Mining and Data Privacy

Data mining is gaining momentum in society due to the ever increasing availability of large amounts of data, easily gathered by a variety of collection technologies and stored via computer systems. Data mining is the key step in the process of Knowledge Discovery in Databases. Initially, all the data mining techniques were designed only to analyze relational data. Today, we live in times of unprecedented opportunities for sensing and storing more complex data on human activities in great detail and resolution: automated payment systems record the tracks of our purchases; search engines record the logs of our queries for finding information on the web; social networking services record our connections to friends, colleagues and collaborators; wireless networks and mobile devices record the traces of our movements.

These big data describing human activity are at the heart of the idea of a society where decisions - small or big, by business or policy makers - can be taken on the basis of reliable knowledge represented in these data. So, new and more sophisticated data analysis and data mining techniques, which support knowledge discovery from human activities, have been developed; these enable the extraction of models, patterns, profiles and rules that describe human behavior. The diffusion of human activity data is leading to the emergence of a data-driven “computational social science”: the analysis of our digital traces can create new opportunities to understand complex phenomena, such as mobility, economic crises, the spread of epidemics, the diffusion of opinion and so on. Many new and important questions can be answered by big data analysis. Some examples include:

a) What are the most common routes travelled by commuters from the city center back to the north-east suburbs on a rainy Wednesday?

b) What are the real geographical borders which emerge from people’s mobility and social behavior?

c) On the basis of the happiness level within your social network, what is probability of you becoming happy?

d) What is an economical explanation of the social well-being in the most developed nations?

As an example Figure 1.1 shows the result of an analysis of real-life mobility data in the city of Milan (Italy) which makes it possible to answer the question a).

While for the question c) the study presented in [61] showed that people’s happiness depends on the happiness of others with whom they are connected. Authors discovered this particular phenomenon by analyzing social networks. In particular, the examination of the social network indicated that happy people tend to be connected to one another. Figure 1.2(a) shows the largest connected network component based on a restricted set of links among siblings, spouses, and friends (coworker and neighbors are excluded to simplify the image). Each node is colored on a spectrum from blue (unhappy) to yellow (happy) according to the person’s happiness. They also computed the relationship of ego and alter happiness by varying the degree of separation and Figure 1.2(b) shows that the association between ego and alter happiness is significant up to three degrees of separation.

The dark side of this story is that the big data of human activity contain personal, often sensitive, information, so that the opportunities of discovering knowledge increase hand in hand with the risks of
privacy violation. When personal, possibly sensitive data are published and/or analyzed, one important question to take into account is whether this may violate the right of individuals whose data is referred to - the data subjects - in order to have full control of their personal data. The human data may potentially reveal many facets of the private life of the data subjects: but a higher level of danger is reached if the various forms of data can be linked together, thus painting a precise portrait even of a supposedly unknown person, whose name, or other indirect identifier, has been removed from the data. As a consequence it is evident that maintaining control of personal data or achieving anonymity as a form of protection is increasingly difficult and it cannot simply be accomplished by de-identification (i.e., by removing the direct identifiers contained in the data). Many examples of re-identification from supposedly anonymous data have been reported in the scientific literature and in the media, from health records [132] to querylogs [24] to GPS trajectories. As an example in the context of GPS trajectories, consider Figure 1.3(a) that shows a de-identified GPS trajectory of a real user driving in Milan city for a period of one week (i.e., the first week of April 2007). Note that, in this figure we omitted the street names in order to avoid easy re-identification of the user. Using only simple analytical tools, able to visualize the trajectory with its context, can show important and sensitive information on the user. For example, from Figure 1.3(a) we can identify the most commonly visited regions: for this specific user there are two. In the figure, the rectangles represent region where the user has spent at least a minimum amount of time (10 minutes in this example) and the color darkness of each polygon is proportional to the number of different visits. While, by Figure 1.3(b) we can infer: a) the region with identifier 2754 is the user’s home since he/she usually stays there for the night; b) the region with identifier 2450 (the second most frequent region) is the work place, because he/she usually goes there...
every day at the same time, stays there for a short time and visits a lot of places during the day. We suppose that this person is a sales agent. Clearly, by discovering the group of people living in that home and those working in that company we can identify the user as the person which belongs to both groups.

Figure 1.3: De-identified GPS Trajectory

Protecting private information is an important problem in our society: despite the commonsense belief that it is impossible to protect privacy in the digital era, the lack of trustworthy privacy safeguards in many current services and devices is the reason behind a diffusion that is often more limited than expected: in addition, people feel reluctant to provide true personal data, unless it is not absolutely necessary. In several
countries, many laws have been enacted, that regulate the right to the protection of personal data. In general, these laws regulate the type of information that may be collected and how this information may be stored and used.

Privacy is not limited to the individuals. Companies and public organizations, such as hospitals, service providers and supermarket chains often have the availability of large amount of data that are an important and vital resource if they are processed, analyzed and transformed into useful information by analytical and data mining tools. Many of these organizations regularly use these tools in their activities as support for decision making because they allow them to learn more about their customers and so make smart marketing decisions. Data mining can make it possible to identify and predict several situations that could improve the services they offer and the marketing strategies they use. An organization by data mining analysis can:

- find patterns and connections that would otherwise be difficult to find;
- discover behaviors that are common among customers, such as patterns among customers that seem to purchase the same products at the same time;
- estimate which customers are the most likely to stop purchasing its products or services and go to one of its competitors;
- determine the effectiveness of interactive marketing, e.g., identify which customers will be more likely to purchase products online than offline. Many businesses use data mining to help increase their profits precisely by predicting the next big trend based on the behavior and shopping patterns of their customers.

Unfortunately, these companies and organizations often have limited computational resources and/or data mining expertise, so they need to outsource mining processes and analysis to third parties or cloud services, who have developed efficient and specialized solutions. Sometimes, instead, several organizations need to share their data and/or the knowledge represented in them to cooperatively extract better models, patterns and profiles that describe the behavior of their users and customers. Clearly, the more data providers share their information the greater the benefit for all: users/customers receive better services and organizations improve the quality of their services and as a result user/customers satisfaction and revenues increase.

However, privacy is a concern both in the case of outsourcing of data mining and analysis and in the case of sharing information across several entities. Each organization/company would like to protect not only the personal data of their users/customers, but also the corporate strategic knowledge represented in the data, e.g. the profiles of their customers, that provide competitive assets. The term corporate privacy is used in these cases, to make a distinction from individual privacy.

As an example, consider the operational transactional data from various stores of Coop, an Italian supermarket chain. The supermarket management can decide to ship the data to a third party, which provides mining services, since in this way it does not need to employ an in-house team of data mining experts. The service provider is in charge of maintaining the data and conducting mining on it in response to requests from business analysts of the supermarket chain. One of the main issues with this paradigm is that the third party has access to valuable data of the owner and may learn or disclose sensitive information from it. Indeed, the third party can learn which products are co-purchased, customer profiles, global supermarket customers’ behavior and so on. In this context, both the data transactions and all the information and knowledge that can be extracted from the data are the property of the supermarket and should remain safe from the third party and any other intruder. Indeed the knowledge extracted from the data can be used from the supermarket in important marketing decisions to improve their services.

The notion of corporate privacy is a slight different from the notion of owner privacy\[47\]. Owner privacy is about two or more entities being able to compute queries across their databases in such a way that only the results of the query are revealed; in contrast, corporate privacy [37] is about entities that want to share their data maintaining private both data and query results. Individual privacy is also called respondent privacy and it is about preventing re-identification of the respondents (e.g. patients or organizations) which the records of a database refer to.

This thesis focuses on the investigation on two new research problems which arise in modern Data Mining and Data Privacy: individual privacy protection in data publishing while preserving specific data mining analysis, and corporate privacy protection in data mining outsourcing.
1.1 Privacy-by-Design

This thesis aims to develop technological frameworks to counter the threats of undesirable, unlawful effects of privacy violation, without obstructing the knowledge discovery opportunities of data mining technologies. Our main idea is to inscribe privacy protection into the knowledge discovery technology by design, so that the analysis incorporates the relevant privacy requirements from the very start. Here, we evoke the concept of Privacy-by-Design coined in the ’90s by Ann Cavoukian, the Information and Privacy Commissioner of Ontario, Canada. In brief, Privacy-by-Design refers to the philosophy and approach of embedding privacy into the design, operation and management of information processing technologies and systems. This paradigm promises a quality leap in the conflict between data protection and data utility. Here, the articulation of the general “by design” principle in the domain of knowledge discovery is that higher protection and quality can be better achieved in a goal-oriented approach. In such an approach, the knowledge discovery process (including the data collection itself) is designed with assumptions about:

(a) the (sensitive) personal data that are the subject of the analysis;

(b) the attack model, i.e., the knowledge and purpose of a malicious party that has an interest in discovering the sensitive data of certain individuals;

(c) the target analytical questions that are to be answered with the data.

These assumptions are fundamental for the design of a privacy-preserving framework for various reasons. First of all, the techniques for privacy preservation strongly depend on the nature of the data that we want to protect. For example, many proposed methods are suitable for continuous variables but not for categorical variables (or the other way round), while other techniques employed to anonymize sequential data such as clinical data or tabular data are not appropriate for moving object datasets. Clearly, different forms of data have different properties that must be considered during the anonymization process.

Second, a valid framework for privacy protection has to define the background knowledge of the adversary, that strongly depends on the context and on the kind of data. So, an attack model, based on the background knowledge of the attacker, has to be formalized and a specific countermeasure associated to that attack model has to be defined in terms of the properties of the data to be protected. The definition of a suitable attack model is very important in this context. Different assumptions on the background knowledge of an attacker entail different defense strategies. Indeed, it is clear that when the assumption on the background knowledge changes the anonymity approach to be adopted also changes significantly. Consider, for example, that an attacker gains the access to a spatio-temporal dataset and that he/she knows some spatio-temporal points belonging to some trajectory of an individual. Two cases are possible: (i) the attacker knows the exact points or (ii) the attacker knows these points with a given uncertainty threshold. The attacker can try to re-identify the respondent by using his/her knowledge and by observing the protected database. Specifically, he/she should generate all the possible candidate trajectories by using the background knowledge as constraints. Clearly, the defense strategy that it is necessary to use in the case (ii) might be unsuitable for the case (i), because the assumption (ii) is weaker than the assumption (i). This does not mean that assumption (ii) is not valid, as it can be adequate for particular situations where (i) is unrealistically strong. In general, it is natural for different situations to require different privacy requirements and that one person can have different privacy expectations than another. For example the perception of the privacy for a famous actor is surely different from that of a common citizen, since most of the information about the actor’s life is already made public because of his nature of the job. Clearly, the assumption that the background knowledge of an adversary depends on the context allows to realize frameworks that guarantee reasonable levels of privacy according to the privacy expectation.

Finally, a privacy-preserving strategy should find an acceptable trade-off between data privacy on one side and data utility on the other side. In order to reach this goal it is fundamental to take into account during the design of the framework the analytical questions that are to be answered with the transformed data. This means designing a transformation process capable to preserve some data properties that are necessary to preserve the results obtained by specific analytical and/or mining tasks.

Under the above assumptions, it is conceivable to design a privacy-preserving analytical process able to:
1. transform the source data into an anonymous or obfuscated version with a quantifiable privacy guarantee - i.e., the probability that the malicious attack fails (measured, e.g., as the probability of re-identification);

2. guarantee that the target analytical questions can be answered correctly, within a quantifiable approximation that specifies the data utility, using the transformed data instead of the original ones.

1.2 Contribution and Organization of the Thesis

There are two main questions addressed in this thesis:

1. How to design a privacy-preserving framework for data publishing while guaranteeing high level of individual privacy and without sacrificing data utility?

2. How to design a privacy-preserving framework for outsourcing of data mining computations to other external parties while protecting corporate privacy, i.e., the corporate strategic knowledge represented in the data?

Transforming the data in such a way as to protect sensitive information is increasingly hard but our idea is that the privacy-by-design paradigm sheds a new light on the study of privacy protection as it allows a quality leap in the conflict between data protection and data utility. We propose the application of this novel paradigm to two different scenarios where privacy is a concern: outsourcing of data mining tasks and data publishing. The validity of all our privacy-preserving frameworks is shown both by theoretical results and by a deep experimentation on real-life data.

The rest of the thesis is organized into three parts.

Part I discusses the most relevant research work related to the contribution of this thesis. Specifically, Chapter 2 describes the most important data mining paradigms and models; Chapter 3 presents an overview of the work in literature on the individual privacy protection addressed by the data mining and in the statistics community; finally, Chapter 4 discusses the work in literature on privacy-preserving outsourcing.

The content of Chapter 3 is mainly based on material that appeared in the following publication:


Part II presents our contribution in the context of privacy-preserving data publishing. In Chapter 5 we introduce a privacy-preserving framework for sequence data that guarantees good individual privacy protection while preserving sequential pattern mining analysis. This framework is based on the notion of \( k \)-anonymity and on our definition of the sequence linking attack model that takes into consideration the sequential nature of the data to be anonymized.

Chapter 6 proposes an approach for the anonymization of movement data that preserves clustering results. This framework combines the notions of spatial generalization and \( k \)-anonymity. The novelty of our solution lies in finding a suitable geographical generalization dependent on the input trajectory dataset, i.e., a data-driven generalization. This part is mainly based on material that appeared in the following publications:


1.2. CONTRIBUTION AND ORGANIZATION OF THE THESIS


Lastly, in Part III we present our contribution in the context of privacy-preserving data mining outsourcing. Chapter 7 describes the core of the privacy-preserving framework for outsourcing of association rule mining task. We assume a company, lacking in expertise or computational resources, decides to outsource its mining needs to a third party service provider. In this context, both the items and the association rules of the outsourced database are considered private property of the corporation. To protect corporate privacy, the company uses our framework to transform its data and to ship it to the server. Then when it sends mining queries to the server it can recover the true patterns from the extracted patterns received from the server. The chapter introduces the formal definition of the privacy model, describes the encryption scheme to transform client data before it is shipped to the third party, presents the decryption algorithm to recover the true patterns and their correct support and finally, provides an efficient strategy for incremental encryption against updates in the form of appends. Chapter 8 instead presents all the theoretical results related to the proposed framework concerning both the complexity and privacy analysis and the experimental evaluation to demonstrate the effectiveness of our framework.

Results of the studies described in this part are presented in the following works:


Finally, Chapter 9 concludes the thesis.

1.2.1 Data Sets

The validity of all our privacy-preserving frameworks is shown by a deep experimentation on real-world data and in some cases also on synthetic data. In this section we describe all the datasets used in this thesis providing the most interesting details.

Trajectory and Sequence Data

The data sets used in Part II, for the experimental evaluation of the proposed privacy-preserving frameworks for data publication, are of three different types: trajectory data, process log data and web-log data.

Trajectory Data. The dataset of trajectories we used is real-world dataset donated to us by Octotelematics S.p.A. for the research in the European project GeoPKDD. This dataset contains a set of trajectories obtained by 17,000 GPS-equipped cars moving during one week in April 2007 in the city of Milan (Italy). When two consecutive observations were too far in time, or in space, we applied a pre-processing procedure to the whole dataset to cut trajectories. Note that we did not reconstruct the missing points by interpolation: if a point was missing then we assumed that the object remained stationary in the last position observed. After the pre-processing, the whole dataset contained more than 45k trajectories (see Figure 1.4).
The process log data set comes from the usage of a real-world system developed by Think3, which is an object repository managing system that allows the users to operate on the same objects from different locations. This dataset contains about 300,000 transactions on 11 tasks, for a total of about 1 million of performed tasks. The logs span along 6 months of executions. In the following we refer to this dataset as think3 dataset.

Web Log Data. This data set comes from webserver logs for msnbc.com and news-related portions of msn.com for the entire day of September, 28, 1999 (Pacific Standard Time). Each sequence in the dataset corresponds to page views of a user during that twenty-four hour period. Each event in the sequence corresponds to a user’s request for a page. Requests are recorded at the level of 17 page categories (as determined by a site administrator). The number of total event sequences is about 1 million. In the following we refer to this dataset as msnbc dataset.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>N. Items</th>
<th>N. Transactions</th>
<th>Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>think3</td>
<td>11</td>
<td>6,1367</td>
<td>7.34</td>
</tr>
<tr>
<td>msnbc</td>
<td>17</td>
<td>286,260</td>
<td>9.37</td>
</tr>
</tbody>
</table>

Table 1.1: Statistics on Sequence Data

The experimental evaluation of the privacy-preserving framework for outsourcing of association rule mining task, presented in Part III, is conducted on the following data.

Coop Data. The real-world database was donated to us by Coop, a cooperative of consumers that is today the largest supermarket chain in Italy. We selected the transactions occurring during four periods of time in a subset of Coop stores, creating in this way four different transactional databases (TDB) with varying number of transactions: from 100k to 300k transactions. In all the datasets the transactions involve 15,713...

---

2 http://www.think3.com
3 http://archive.ics.uci.edu/ml/
4 http://www.e-coop.it/, in Italian
different products grouped into 366 marketing categories. Transactions are itemsets, i.e., no product occurs twice in the same transaction. We consider two distinct kind of TDB’s: (i) product-level Coop TDB’s, that we denote by \textit{CoopProd}, where items correspond to products, and (ii) category-level Coop TDB’s, that we denote by \textit{CoopCat}, where items correspond to the category of the products in the original transactions. In Table 1.2 we show the details of each dataset selected from Coop. Clearly, in this table each row represents two TDB’s with the same number of transactions, but differing in the number of items (e.g., in the row 3 we have \( n = 15,713 \) for \textit{CoopProd}, \( n = 363 \) for \textit{CoopCat}) and size, as duplicate categories in the transactions of \textit{CoopCat} are removed, yielding shorter transactions than in \textit{CoopProd}.

Accordingly, the longest transaction in \textit{CoopProd} contains 188 products, while in \textit{CoopCat} the longest transaction contains 90 categories. Also, the two kind of TDB’s exhibit very different sparsity/density properties, as made evident in Figure 1.5(a) & (b), in which we depict the support distribution of the items in \textit{CoopProd} and in \textit{CoopCat} with 300,000 transactions; we only show the support distribution on these two TDB’s because the others are very similar. The heavy-tailed distribution in Figure 1.5(a) (many items with very low support) indicates that \textit{CoopProd} is much sparser than \textit{CoopCat} (shown in Figure 1.5(b)).

Sparsity/density of the two TDB’s has a dramatic effect on pattern mining: the number of frequent patterns found in \textit{CoopCat} tends to explode for higher support thresholds, compared to \textit{CoopProd}.

<table>
<thead>
<tr>
<th>N.Transactions</th>
<th>N.Products</th>
<th>N.Categories</th>
</tr>
</thead>
<tbody>
<tr>
<td>100k</td>
<td>15,713</td>
<td>351</td>
</tr>
<tr>
<td>200k</td>
<td>15,713</td>
<td>359</td>
</tr>
<tr>
<td>300k</td>
<td>15,713</td>
<td>363</td>
</tr>
<tr>
<td>400k</td>
<td>15,713</td>
<td>366</td>
</tr>
</tbody>
</table>

Table 1.2: Details on Coop TDB’s

\textbf{Synthetic Data.} We generated synthetic datasets by using the IBM data generator. In practice, we created a set of four databases with varying number of transactions: from 100k to 400k transactions. The total number of different items is 1000, the average transaction length is 10, and the databases contain about 400 frequent itemsets. This setting is the same as in [140]. Moreover, we also generated a dataset with a large number of distinct items \( n = 15,000 \) and 300K transactions. In Table 1.3 we show the details of each dataset generated dataset. Figure 1.5(c) depicts the support distribution of the items in the IBM dataset with 300k transactions and 15,000 items while Figure 1.5(d) shows in the IBM dataset with 300k transactions and 1,000 items.

<table>
<thead>
<tr>
<th>N.Transactions</th>
<th>N.Items</th>
</tr>
</thead>
<tbody>
<tr>
<td>100k</td>
<td>1,000</td>
</tr>
<tr>
<td>200k</td>
<td>1,000</td>
</tr>
<tr>
<td>300k</td>
<td>1,000</td>
</tr>
<tr>
<td>400k</td>
<td>1,000</td>
</tr>
<tr>
<td>300k</td>
<td>15,000</td>
</tr>
</tbody>
</table>

Table 1.3: Details on IBM TDB’s
Figure 1.5: Item Support Distribution
Part I

Setting the Stage
Chapter 2

Data Mining Technologies

In this Chapter we will present an overview of data mining. Moreover, we will provide a general description of the most relevant data mining paradigms and models: classification, clustering, association rules, frequent patterns and sequential patterns.

2.1 What is Data Mining?

Data Mining is one of the most important part of the process of Knowledge Discovery in Databases, the so-called KDD process. The goal of this process is to transform raw data into useful information. The KDD process, as shown in Figure 2.1 involves several steps: (a) selecting the data, (b) preprocessing the data, (c) performing data mining to extract patterns and relationships, (d) and interpreting the discovered structures.

Extracting useful information from raw data can be very hard and challenging because of the massive volume of data collected by different and automated collection tools, and of the non-traditional nature of the data that becomes more and more complex. As a consequence, traditional data analysis technologies cannot be applied and so new analytical methods have been developed for exploring and analyzing new forms of data and old forms of data in new more interesting ways.

Data Mining is a technology that blends data analysis methods with sophisticated algorithms for processing large amount of data. Data mining tasks can be divided in two main categories: Descriptive and Predictive tasks. Naturally, each category of tasks has different objectives of analysis and describes different types of possible data mining activities. Descriptive tasks have the goal of presenting the main features of the data. They essentially derive models that summarize the relationship in data, permitting in this way to study the most important aspects of the data. In contrast, predictive tasks have the specific objective of
predicting the value of some target attribute of an object on the basis of observed values of other attributes of the object. The most important tasks of data mining are: Classification, Clustering, Frequent Pattern Mining, Association Rule Mining and Sequential Pattern Mining.

2.2 Classification

Classification is one of the most important data mining tasks. The input data of a classification algorithm is a set of records. Each record is composed of a tuple \((x, c)\), where \(x\) is the attribute set and \(c\) is a special attribute, called class label (also known as category or target attribute).

Definition 2.2.1 (Classification Problem). Given a set of records classification learns a target function \(f\) that maps each attribute set \(x\) to one of the predefined class labels \(c\).

Classification techniques can be used both as a tool to distinguish between objects of different classes (i.e., as descriptive model) and as a tool to predict the class label of unknown records (i.e., as predictive model).

A classification technique requires two sequential steps: (a) building a model that assigns each record in the input data (training set) to a given class label; (b) using the classification model to classify new unknown records belonging to the so-called test set. The classification model should both fit the input data well and correctly predict the class labels of new unknown records. In literature, there are different models to compute the classification tasks such as decision tree classifiers, rule-based classifiers, neural networks, support vector machines, and so on.

Evaluation of the performance of a classification model consists in the counting of the test records correctly and incorrectly predicted by the model. This information can be obtained by the confusion matrix.

2.3 Clustering

Cluster analysis divides data into groups (clusters) of similar objects. This subdivision in groups is only based on information found in the data that describes the objects and their relationships. The main goal of this task is to obtain groups where the objects within a group have to be similar to one another and different from the objects in other groups. The greater the similarity within a group and the greater the difference between groups, the better the clustering. In some cases cluster analysis is only the first step for other purposes, such as data summarization and compression. There have been many applications of cluster analysis to practical problems.

Clustering is typically referred to as unsupervised classification. Indeed, it can be view as a form of classification that assigns a class (cluster) labels to the objects and these are only derived from the data. In contrast, classification is supervised, i.e., new unlabeled objects are assigned a class label using a model based on objects with known class labels.

We can distinguish different types of clusterings each one corresponding to a different way to group the objects. The most common distinction is that between partitional and hierarchical clustering. The first one is simply a division of the set of data objects into non-overlapping subsets (clusters): each data object belongs exactly to one subset; while the second one is a set of nested clusters organized as a tree. Each node, that represents a cluster, in the tree (except the leaf nodes) is the union of its children, represented by its sub-clusters, and the root of the tree is the cluster containing all the objects. Another possible distinction depends on the overlapping of the clusters. If the clustering assigns each object to a single cluster then we obtain an exclusive clustering otherwise we have an overlapping clustering. It is also possible to assign every object to a cluster with a membership weight that is between 0 and 1, where 0 means that the object does not belong to that cluster and 1 means that the object absolutely belongs to that cluster. In other words, clusters are treated as fuzzy sets and for this reason this kind of clustering is called fuzzy. Sometimes some objects in a dataset may not belong to well-defined groups, so in this case a clustering could not assign these objects to any cluster. In this case we obtain a partial clustering instead of a complete clustering.

As stated above, clustering aims to find useful groups of objects, where usefulness depends on the goal of the analysis. There are several different notions of a cluster:
• **Well-Separated cluster** is a set of objects in which each object is closer (or more similar) to every other object belonging to the same cluster than to any object not belonging to the same cluster.

• **Prototype-Based cluster** is a set of objects in which each object is closer (or more similar) to the prototype that defines the cluster than to the prototype of any other cluster.

• **Density-Based cluster** is a dense region of objects that is surrounded by a region of low density.

• **Graph-Based cluster** is derived from data represented as a graph, where the nodes are objects and the links represent connections among objects.

• **Shared-Property cluster** is a set of objects that share some property.

In literature, different techniques for cluster analysis have been developed. Very famous examples are: K-means, a prototype-based, partitional clustering technique [97], Agglomerative Hierarchical Clustering [44] and DBSCAN, a density-based clustering algorithm that produces a partitional clustering, in which the number of clusters is automatically determined by the algorithm [56].

### 2.4 Association Analysis

Association analysis allows to discover the most interesting patterns describing relationships or affinities between features in the data in an efficient manner. This approach is one of the core classes of techniques in data mining and has been particularly successful in mining very large transaction databases. It is applicable to different application domains such as bioinformatics, web mining and medical diagnosis. The most famous example of association analysis is Market Basket Analysis.

#### Example 2.4.1

Consider the market basket transactions shown in the Table 2.1 representing the customer purchase data collected daily at the checkout counters of grocery stores. Each row in the table corresponds to a transaction, that is composed of an identifier TID and a list of items bought by a given customer in that transaction. Association analysis allows to discover interesting purchasing behavior of the customers by finding the items that are frequently bought together by the customers. Such important information can be used during the process of marketing decisions such as marketing promotions and customer relationship management.

<table>
<thead>
<tr>
<th>TID</th>
<th>Item list</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>{Bread, Milk}</td>
</tr>
<tr>
<td>2</td>
<td>{Diapers, Beer, Eggs}</td>
</tr>
<tr>
<td>3</td>
<td>{Milk, Diapers, Beer}</td>
</tr>
<tr>
<td>4</td>
<td>{Diapers, Milk, Beer, Bread}</td>
</tr>
<tr>
<td>5</td>
<td>{Eggs, Bread, Milk, Diapers}</td>
</tr>
</tbody>
</table>

Table 2.1: An example of market basket database

The relationships that are hidden in the data and discovered by the association analysis can be expressed as a collection of **association rules**, that are represented by implication rules, or **frequent patterns**.

### 2.4.1 Frequent Pattern Mining

Let \( I = \{ i_1, i_2, \ldots, i_n \} \) be the set of all items in a market basket data set and \( D = \{ t_1, t_2, \ldots, t_m \} \) be the set of all transactions in the data set. Each transaction \( t_i \subseteq I \) is a set of items chosen from \( I \). A collection of zero or more items is called **itemset** or **pattern**. An itemset containing \( k \) items is called a **k-itemset**. For instance, \( \{Diapers, Milk\} \) is an example of a 2-itemset. The empty set is an itemset that does not contain any items. The transaction width is defined as the number of items in a transaction.
A transaction \( t_i \) is said to contain an itemset \( X \) if \( X \subseteq t_i \). For example, the last transaction shown in Table 2.1 contains the itemset \{Eggs, Milk\}. The number of transactions in a dataset containing a particular itemset \( X \) is called absolute support instead the frequency of an itemset, i.e. the percentage of the total number of transactions in the database containing the itemset, is also called relative support. Mathematically, the absolute support for an itemset \( X \) in a dataset \( D \) is defined as \( \text{supp}_D(X) = |\{t_i \in D | X \subseteq t_i\}| \) while the relative support is defined as \( \text{freq}_D(X) = \frac{\text{supp}_D(X)}{|D|} \). Here symbol \(|.|\) denotes the number of elements in a set. In the dataset shown in Table 2.1, the absolute support for \{Diapers, Milk\} is equal to 3 because there are only three transactions containing both the items while the relative support is equal to 0.6.

The problem of mining frequent patterns from a dataset of transactions can be defined as follows:

**Definition 2.4.1** (Frequent Patterns Mining Problem). Given a minimum support threshold \( \text{minsup} \) and a set of transactions \( D \), finding all the itemsets having support at least equal to \( \text{minsup} \).

The search space of itemsets that need to be explored to find the frequent ones is exponentially large. In general, a dataset having \( n \) items can potentially generate up to \( 2^n - 1 \) frequent itemsets (excluding the empty set). The list of all possible itemsets forms a lattice structure. A brute-force approach for finding frequent itemsets is: (a) computing the support for every candidate itemset in the lattice structure; (b) selecting only the itemsets with support at least equal to a given threshold. This method can be very expensive because it requires \( O(l \times 2^n - 1 \times |D|) \) comparisons, where \( l \) is the maximum transaction length.

Many algorithm for mining frequent itemset have been developed aiming at reducing the computational complexity (see [71] for a survey). The most famous algorithm is Apriori which proposes an effective way to eliminate some of the candidate itemsets without counting their support values. This algorithm is based on the principle that if an itemset is frequent, then all of its subsets must also be frequent. This principle is used during the frequent itemset generation for pruning candidate itemsets. Details on this approach can be found in [12].

### 2.4.2 Association Rule Mining

An association rule is an implication rule of the form \( X \rightarrow Y \), where \( X \) and \( Y \) are disjoint itemsets, i.e., \( X \cap Y = \emptyset \). The itemset \( X \) represents the antecedent of the rule while \( Y \) the consequent. Association rules are probabilistic in nature and the degree of uncertainty about a given rule is expressed by its *support* and *confidence*. The support is simply the number of transactions that include all items in the antecedent and consequent parts of the rule and expresses the probability that a randomly selected transaction from the database will contain all items in the antecedent and the consequent. Whereas the confidence expresses how frequently items in \( Y \) appear in transactions containing \( X \), in other words, it is the conditional probability that a randomly selected transaction will include all the items in the consequent given that the transaction includes all the items in the antecedent. The formal definition of these functions is:

\[
\text{support}(X \rightarrow Y) = \frac{\text{supp}_D(X \cup Y)}{|D|}
\]

\[
\text{confidence}(X \rightarrow Y) = \frac{\text{supp}_D(X \cup Y)}{\text{supp}_D(X)}
\]

As an example consider the transactions in Table 2.1 and the association rule \{Diapers, Milk\} \( \rightarrow \) \{Bread\}. The support for the itemset \{Diapers, Milk, Bread\} is equal to 5 so the support of the rule is equal to 2 while the number of transactions is 5, so the support of the rule is equal to 0.4. Since the support of the itemset \{Diapers, Milk\} is equal to 3 then the confidence of the rule is equal to 0.67.

The problem of mining association rules from a dataset of transactions can be defined as follows:

**Definition 2.4.2** (Association Rule Mining Problem). Let \( \text{minsup} \) and \( \text{minconf} \) be the support and confidence thresholds. Given a dataset of transactions \( D \), finding all the association rules such that \( \text{support} \geq \text{minsup} \) and \( \text{confidence} \geq \text{minconf} \).

Many association rule mining algorithms decompose the problem in two subproblems:
a Finding all itemsets that have support at least equal to the minimum support threshold, called frequent itemsets;

b Generating all association rules with minimum support and confidence from the frequent itemsets extracted in the previous step.

For a survey on association rule mining algorithms see [77].

2.4.3 Sequential Pattern Mining

User actions as well as customer transactions are often stored together with their time-stamps, making the temporal sequentiality of the events a powerful source of information. The time-stamp is important in the process of data mining because it provides more accurate and useful information. For example, association rule mining described above does not take the time stamp into account and a possible rule can be \( X \rightarrow Y \), that can mean buying the item \( X \) implies buying also \( Y \). If the mining task takes time stamp into account then it is possible to get more accurate and useful rules such as: buying \( X \) implies buying \( Y \) within a week.

A database where each transaction is stored with its time-stamp is called sequence database. Examples of sequence data are: customer databases, where the sequence is the purchase history of a given customer and the single transaction is the set of items bought by a customer at time \( t \); web data, where the sequence is represented by the browsing activity of a particular Web visitor and the single transaction is the collection of page viewed by a Web visitor after a single mouse click.

Let \( I = \{i_1, i_2, \ldots, i_n\} \) be a set of all items in a sequence database \( D \). A sequence \( S = e_1e_2 \ldots e_m \) is an ordered list of single items and not a collection of events (items) \( e_i = \{i_1, i_2, \ldots, i_k\} \). A sequence database \( D \) can be seen as a multiset of sequences \( D = \{S_1, S_2, \ldots, S_n\} \).

Sequential pattern is a sequence of itemsets that frequently occurred in a specific order. All items in the same itemset are supposed to have the same transaction-time value or within a time gap. Usually all the transactions of a user are viewed as a sequence, where each transaction is represented as an itemset in that sequence and all the transactions are listed in a certain order with respect to the transaction-time.

A sequence \( T = t_1t_2 \ldots t_w \) is a subsequence of \( S (T \preceq S) \) if there exist integers \( 1 \leq k_1 < \ldots < k_w \leq m \) such that \( \forall 1 \leq j \leq w \ t_j \subseteq e_{k_j} \). For example, the sequence \( S = (2)(6, 7)(11, 12) \) is contained in \( T = (2)(3, 4)(6, 7, 9)(7)(11, 12) \), since \( (2) \subseteq (2), (6, 7) \subseteq (6, 7, 9) \), and \( (11, 12) \subseteq (11, 12) \).

The support of a sequence \( T \) in a sequence database \( D \) is the number of sequences in the database containing \( T \), i.e. \( \text{supp}_D(T) = |\{S \in D | T \preceq S\}| \). The relative frequency of a sequence \( T \) in a database \( D \) is given by \( \text{freq}_D(T) = \text{supp}_D(T)/|D| \), where \( |D| \) is the total number of sequences in \( D \).

Definition 2.4.3 (Sequential Patterns Mining Problem). Let \( D \) be a sequence data set and a minimum support threshold \( \text{minsup} \). Sequential pattern mining is the process of extracting all sequential patterns whose support exceed \( \text{minsup} \).

A particular case of this problem is given when a sequence database is a multiset of sequences \( D = \{S_1, S_2, \ldots, S_N\} \), where each sequence \( S = e_1e_2 \ldots e_m (e_i \in I) \) is an ordered list of single items and not of a collection of items; an item can occur multiple times in a sequence.

In this case, the notion of subsequence has to be adapted as follows: a sequence \( T = t_1t_2 \ldots t_w (t_i \in I) \) is a subsequence of \( S (T \preceq S) \) if there exist integers \( 1 \leq i_1 < \ldots < i_w \leq m \) such that \( \forall 1 \leq j \leq w \ t_j = e_{i_j} \).

Since its first definition in [10], many algorithms for sequential patterns have been proposed [116].
Chapter 3

Privacy Protection and Anonymity

In this Chapter we introduce the problem of the individual privacy protection in the context of data publication studied extensively in two different communities: in data mining and in statistics. Then we provide a survey of the main privacy and anonymity techniques proposed by the two different communities, analyzing them from the two perspectives.

3.1 Individual Privacy Protection

In the last years, the importance of the privacy protection is rising thanks to the availability of large amounts of data. These data collections can be gathered from various channels. Typically, the data collector or data holder can releases these data to data miners and analysts who can conduct on them statistical and data mining analysis. The published data collections could contain personal information about users and their individual privacy could be compromised during analytical processes.

In recent years, individual privacy has been one of the most discussed jurisdictional issues in many countries. Citizens are increasingly concerned about what companies and institutions do with their data, and ask for clear positions and policies from both the governments and the data owners. Despite this increasing need, there is not a unified view on privacy laws across countries.

The European Union regulates privacy by Directive 95/46/EC (Oct. 24, 1995) and Regulation (EC) No 45/2001 (December 18, 2000). The European regulations, as well as other regulations such as the U.S. rules on protected health information (from HIPAA), are based on the notion of “non-identifiability”.

The problem of protecting the individual privacy when disclosing information is not trivial and this makes the problem scientifically attractive. It has been studied extensively in two different communities: in data mining, under the general umbrella of privacy-preserving data mining, and in statistics, under the general umbrella of statistical disclosure control. Often, the different communities have investigated lines of work which are quite similar, sometimes with little awareness of this strong tie. The Figure 3.1 shows a taxonomy tree that describes our classification of the privacy-preserving techniques.

3.2 Privacy and Anonymity for Data Publishing and Mining

The importance of privacy-preserving data publishing and mining is growing thanks to the increasing capability of storing and processing large amounts of data. In literature, many privacy-preserving techniques has been proposed by the data mining community and in this section we provide an overview of them.

3.2.1 Anonymity by Randomization

Randomization methods are used to modify data at aim of preserving the privacy of sensitive information. They were traditionally used for statistical disclosure control [3] and later have been extended to the privacy-preserving data mining problem[13]. Randomization is a technique for privacy-preserving data mining using a noise quantity in order to perturb the data. The algorithms belonging to this group of techniques
first of all modify the data by using randomization techniques. Then, from the perturbed data it is still possible to extract patterns and models.

In literature, there exist two types of random perturbation techniques:

- additive random perturbation
- multiplicative random perturbation.

**Additive Random Perturbation**

In this section, we will discuss the method of *additive random perturbation* and its applications in data mining problem. This method can be described as follows. Denote by $X = \{x_1 \ldots x_m\}$ the original dataset. The new distorted dataset, denoted by $Z = \{z_1 \ldots z_m\}$, is obtained drawing independently from the probability distribution a noise quantity $n_i$ and adding it to each record $x_i \in X$. The set of noise
components is denoted by $N = \{n_1, \ldots, n_m\}$. The original record values cannot be easily guessed from the distorted data as the variance of the noise is assumed enough large. Instead, the distribution of the dataset can be easily recovered. Indeed, if $X$ is the random variable representing the data distribution for the original dataset, $N$ is the random variable denoting the noise distribution, and $Z$ is the random variable describing the perturbed dataset, we have:

$$Z = X + N$$
$$X = Z - N$$

Notice that, both $m$ instantiations of the probability distribution $Z$ and the distribution $N$ are known. In particular, the distribution $N$ is known publicly. Therefore, by using one of the methods discussed in [13, 9], we can compute a good approximation of the distribution $Z$, by using a large enough number of values of $m$. Then, by subtracting $N$ from the approximated distribution of $Z$, we can compute $N$ approximation of $X$. At the end of this process individual records are not available, while obtain a distribution only along individual dimensions describing the behavior of the original dataset $X$.

The additive perturbation method has been extended to several data mining problems. But, it is evident that traditional data mining algorithms are not adequate as based on statistics extracted from individual records or multivariate distributions. Therefore, new data mining approaches have to be devised to work with aggregate distributions of the data in order to obtain mining results. This can sometimes be a challenge. In the works presented in [13, 144, 145] authors propose new techniques based on the randomization approach in order to perturb data and then, we build classification models over randomized data. In particular, the work in [13] is based on the fact that the probability distribution is sufficient in order to construct data mining models as classifiers. Authors show that the data distribution can be reconstructed with an iterative algorithm. Later, in [9] Agrawal and Aggarwal show that the choice of the reconstruction algorithm affects the accuracy of the original probability distribution. Furthermore, they propose a method that converges to the maximum likelihood estimate of the data distribution. Authors in [144, 145] introduce methods to build a Naive Bayesian classifier over perturbed data. Randomization approaches are also applied to solve the privacy-preserving association rules mining problem as in [122, 57]. In particular, the paper [122] presents a scheme attempting to maximize the privacy to the user and to maintain a high accuracy in the results obtained with the association rule mining. While, in [57] authors present a framework for mining association rules from randomized data. They propose a class of randomization operators more effective than uniform distribution and a data mining approach to recover itemset supports from distorted data.

### Multiplicative Random Perturbation

For privacy-preserving data mining, multiplicative random perturbation techniques can also be used. There exist two types of multiplicative noise. The first one applies a logarithmic transformation on the data, and generates a random noise that follows a multivariate normal distribution with mean equal to zero and constant variance. Then, this noise is added to each element of the transformed data. Finally, the antilog of the noise-added data is taken. The second approach generates random noise by truncated normal distribution with mean equal to 1 and small variance, and then multiplies this noise by the original data. This method preserves the inter-record distances approximately. Therefore, in this case it is possible to reconstruct both aggregate distributions and some record-specific information as distance. This means that the multiplicative random perturbation method is suitable for many data mining applications. For example, in the work presented in [32] authors showed that this technique can be applied for the problem of classification. Moreover, the technique is suitable for the problem of privacy-preserving clustering [112, 114]. The work in [112] introduces a family of geometric data transformation methods (GDTMs) that distort confidential numerical attributes in order to meet privacy protection in clustering analysis. Oliveira et al. in [114] address the problem to guarantee privacy requirements while preserving valid clustering results. To achieve this dual goal, the authors introduce a novel spatial data transformation method called Rotation-Based Transformation (RBT). Multiplicative perturbations can also be used and for distributed privacy-preserving data mining as shown in [95]. The main techniques of multiplicative perturbation are based on the work presented in [81].
Strengths and Weaknesses of Randomization

The main advantage of the randomization method is that it can be implemented at data-collection time, because it is very simple and does not require knowledge of the distribution of other records in the data for the data transformation. This means that the anonymization process does not need a trusted server containing all the original records.

The problem of the randomization is that it does not consider the local density of the records and thus, all records are handled equally. Outlier records can be compared to records in denser regions in the data and thus, this can make an attack easier. Another weakness of the randomization framework is that it does not provide guarantees in case of re-identification attack done by using public information. Specifically, if an attacker has no background knowledge over the data, then the privacy can be difficult to compromise. Instead, in [5], authors showed that the randomization method is unable to effectively guarantee privacy in high-dimensional cases. Moreover, they provide an analysis revealing that the use of public information makes this method vulnerable. In [83] Kargupta et al. challenged the effectiveness of randomization methods, showing that the original data matrix can be obtained from the randomized data matrix using random matrix-based spectral filtering technique.

Differential Privacy

Differential privacy is a privacy notion introduced in [55] by Dwork. It is based on the fact that the privacy risks should not increase for a respondent as a result of occurring in a statistical database. Dwork in this work proposes to compare the risk with and without the record respondent’s data in the published data. This privacy model, called $\epsilon$-differential privacy, assures a record owner that he/she may submit his/her personal information to the database securely in the knowledge that nothing, or almost nothing, can be discovered from the database with his/her information that could not have been discovered without his/her information. Moreover, in [55] is formally proved that $\epsilon$-differential privacy can provide a guarantee against adversaries with arbitrary background knowledge. This strong guarantee is achieved by comparison with and without the record owners data in the published data.

3.2.2 Anonymity by Indistinguishability

As said in the previous section randomization method has some weaknesses. The main problem is that it is not safe in case of attacks with prior knowledge. When the process of data transformation for privacy-preserving has not to be performed at data-collection time, it is better to apply methods that reduce the probability of record identification by public information. In literature three techniques have been proposed: $k$-anonymity, $l$-diversity and $t$-closeness. These techniques differ from the randomization methods as they are not data-independent.

$k$-Anonymity

One approach to privacy-preserving data publishing is suppression of some of the data values, while releasing the remaining data values exactly. However, suppressing just the identifying attributes is not enough to protect privacy because other kinds of attributes, that are available in public such as age, zip-code and sex can be used in order to accurately identify the records. This kind of attributes are known as quasi-identifiers [132]. In [131] it has been observed that for 87% of the population in the United States, the combination of Zip Code, Gender and Date of Birth corresponded to a unique person. This is called record linkage. In this work, authors proposed $k$-anonymity in order to avoid the record linkage. This approach became popular in privacy-preserving data publishing. The goal of $k$-anonymity is to guarantee that every individual object is hidden in a crowd of size $k$. A dataset satisfies the property of $k$-anonymity if each released record has at least $(k-1)$ other records also visible in the release whose values are indistinct over the quasi-identifiers. In $k$-anonymity techniques, methods such as generalization and suppression are usually employed to reduce the granularity of representation of quasi-identifiers. The method of generalization generalizes the attribute values to a range in order to reduce the granularity of representation. For instance, the city could be generalized to the region. Instead, the method of suppression, removes the value of an attribute. It is evident that these methods guarantee the privacy but also reduce the accuracy of applications on the transformed data.
The work proposed in [124] is based on the construction of tables that satisfy the $k$-anonymity property by using domain generalization hierarchies of the quasi-identifiers. The main problem of the $k$-anonymity is to find the minimum level of generalization that allows us to guarantee high privacy and a good data precision. Indeed, in [101], Meyerson and Williams showed that the problem of optimal $k$-anonymization is NP-hard. Fortunately, many efforts have been done in this field and many heuristic approaches have been designed as those in [93, 82]. LeFevre et al. in [93] propose a framework to implement a model of $k$-anonymization, named full-domain generalization. They introduce a set of algorithms, called Incognito that allows us to compute a $k$-minimal generalization. This method generates all possible full-domain generalizations of a given table and thus, uses a bottom-up breadth-first search of the domain generalization hierarchy. In particular, it begins by checking if the single quasi-identifiers attributes satisfy the $k$-anonymity property and removing all the generalizations that do not satisfy it. In general, for each iteration $i$ the Incognito algorithm performs these operations for the subset of quasi-identifiers of size $i$. Another algorithm, called $k$-Optimize is presented in [52] by Bayardo and Agrawal. This approach determines an optimal $k$-anonymization of a given dataset. This means that it perturbs the dataset as little as is necessary in order to obtain a dataset satisfying the $k$-anonymity property. In particular, authors try to solve the problem to find the power-set of a special alphabet of domain values. They propose a top-down search strategy, i.e., a search beginning from the most general to the more specific generalization. In order to reduce the search space $k$-Optimize uses pruning strategies. Another interesting work has been proposed in [137], where a bottom-up generalization approach for $k$-anonymity is presented. Instead, in [63] the authors introduced a method of top-down specialization for providing an anonymous dataset. Both these algorithms provide masked data that are still useful for building classification models.

The problem of $k$-anonymization can be seen as a search over a space of possible multi-dimensional solutions. Therefore, some work used heuristic search techniques such as genetic algorithms and simulated annealing [79, 139]. Unfortunately, by applying these approach the quality of the anonymized data is not guaranteed and often they require high computational times.

Aggarwal et al. proposed an approach based on clustering to implement the $k$-anonymity [7]. $k$-anonymity is also achievable by micro-aggregation, as shown in [49, 52]. Specifically, [52] shows the connection between masking methods for statistical disclosure control and privacy-preserving data mining. Moreover, it has been studied that some approximation algorithms guarantee the quality of the solution of this problem [101, 8]. In particular, in [8] the authors provide an $O(k)$-approximation algorithm for $k$-anonymity, that uses a graph representation. By using a notion of approximation authors try to minimize the cost of anonymization, due to the number of entries generalized and the degree of anonymization.

In literature, there exist also applications of the $k$-anonymity framework in order to preserve the privacy while publishing valid mining models. For example, in [21, 22, 23] the authors focused on the notion of individual privacy protection in frequent itemset mining and shift the concept of $k$-anonymity from source data to the extracted patterns.

Based on the definition of $k$-anonymity, new notions such as $l$-diversity [96] and $t$-closeness [94] have been proposed to provide improved privacy.

$l$-Diversity

In literature, there exist many techniques based on the $k$-anonymity notion. It is due to the fact that $k$-anonymity is a simple way to reduce the probability of record identification by public information. Unfortunately, the $k$-anonymity framework in some case can be vulnerable; in particular, it is not safe against homogeneity attack and background knowledge attack, that allow to infer the values of sensitive attributes. Suppose that we have a $k$-anonymous dataset containing a group of $k$ entries with the same value for the sensitive attributes. In this case, although the data are $k$-anonymous, the value of the sensitive attributes can be easily inferred (Homogeneity Attack). Another problem happens when an attacker knows information useful to associate some quasi-identifiers with some sensitive attributes. In this case the attacker can reduce the number of possible value of the sensitive attributes (Background Knowledge Attack). In order to eliminate this weakness of the $k$-anonymity the technique of $l$-diversity was proposed [96]. The main aim is to maintain the diversity of sensitive attributes. In particular, the main idea of this method is that every group of individuals that can be isolated by an attacker should contain at least $l$ well-represented values for a sensitive attribute. A number of different instantiations for the $l$-diversity definition are discussed in
3.2.3 Knowledge Hiding

This approach is also known as sanitization. The aim is to hide some kind of knowledge, such as rules or patterns, considered sensitive, which could be inferred from the published data. Clearly, in this context, the data owner wants to share the data and to hide sensitive knowledge.

This methodology has been used in literature in order to hide association rule, classification rule and sequential patterns.

In the context of association rule hiding there are a lot of approaches based on heuristics such as [20, 43, 126, 135, 113]; others instead are based on algebraic approaches as that proposed in [91] that tries to hide maximal sensitive patterns using a correlation matrix. An interesting approach is presented in [130], where authors introduced a border-based approach that uses the notion of border. The hiding process focuses on preserving the quality of the border, that reflects the quality of the sanitized database that is generated. In classification rule hiding, some rules are considered as sensitive and to protect such knowledge, a sanitization procedure needs to be enforced. We can partition existing approaches into two classes: suppression-based [31, 136, 36] and reconstruction-based schemes [109].

Finally, Abul et al. in [2] addressed the problem of hiding sensitive trajectory patterns from a database of moving objects. A similar technique is used in [3], where authors addressed first the problem of hiding patterns that are a simple sequence of symbols and then they extend the proposed framework to the case of sequential patterns according to the classical definition [10].

3.2.4 Distributed Privacy-Preserving Data Mining

In most distributed frameworks the participants would like to cooperate in order to compute global data mining models and aggregate results. Unfortunately, often they are not fully trust each other and would like to avoid the distribution of their data sets.

For addressing this problem, many distributed privacy-preserving data mining methods have been developed: in some of them the data sets are horizontally partitioned while in other they are vertically partitioned. In the first case, the individual records are distributed across multiple parties and each of them has the same set of attributes. In the second case, each party can have different attributes of the same records. Thus, the question addressed in this cases is how to compute the results without sharing the data in such a way that nothing is disclosed except the final result of the data mining result.

This problem is also addressed in cryptography in the field of secure multi-party computation. In general, the methods developed in this context allow to compute functions over inputs provided by multiple parties without sharing the inputs.

As an example, consider a function $f$ of $n$ arguments and $n$ different parties. If each party has one of the $n$ arguments it is necessary a protocol that allows to exchange information and to compute the function $f(x_1, \ldots, x_n)$, without compromising privacy. A set of methods are discussed in [53], specifically the authors describe how to transform data mining problems into secure multi-party computation problems. Clifton et al. in [38] present some methods for privacy-preserving computations that can be used to support important data mining tasks. These methods include the secure sum, the secure set union, the secure size of set intersection and the scalar product and can be used as data mining primitives for secure multi-party computation in case of horizontally and vertically partitioned datasets.
3.3 Statistical Disclosure Control

The aim of Statistical Disclosure Control (SDC) is to protect statistical data. In particular, it seeks to modify the data in such a way that they can be published and mined without compromising the privacy of individuals or entities occurring in the database. In other words, SDC seeks to provide safe techniques against linking attacks. Moreover, after the data protection, data analyses have to be possible and the results obtained should be the same or similar to the ones that would be obtained analyzing the data before the protection.

The youngest sub-discipline of SDC is the microdata protection. It aims at protecting static individual data, also called microdata. In this section we provide a survey of SDC methods for microdata, that are the most common data used for data mining.

A microdata set $X$ can be viewed as a table or a file with $n$ records. Each record related to a respondent contains $m$ values associated to $m$ attributes. The attributes can be classified in the following categories: Identifiers, Quasi-identifiers, Confidential attributes and Non-confidential attributes.

As stated above, the purpose of SDC is to prevent that confidential information can be linked to specific respondents, thus we will assume all the identifiers have been removed from the original microdata sets to be protected.

In the literature, several microdata disclosure protection methods have been proposed. Microdata protection methods can classified as follows: masking techniques and synthetic data generation techniques. Masking techniques, usually, generate a modified version of the original microdata set, which are still suitable for statistical analysis although the respondents' privacy is guaranteed and can be divided in two sub-categories [138]: Non-perturbative and Perturbative. Synthetic data generation techniques, instead, produce new data that replace the original data and preserve their key statistical properties. The released synthetic data are not referred to any respondent. Hence, the release of this data cannot lead to re-identification. The techniques can be of two kinds: fully synthetic techniques and partially synthetic techniques.

3.3.1 Non-perturbative Masking Techniques

Non-perturbative techniques do not modify the original dataset; rather, these methods produce protected dataset by using suppressions or reductions of details in the original dataset. Some of these methods are suitable only for categorical data while other are suitable for both continuous and categorical data.

Non-perturbative methods include: Sampling, Generalization, Global Recoding and Local Suppression.

Sampling

Sampling methods allow us to publish a sample of the original microdata [138]. Thus, the protected microdata contains only the data about a part of the whole population. In this way, the probability of not finding the data about a specific respondent in the protected microdata may be not null; this reduces the risk of re-identification of a respondent. This kind of methods are not suitable for continuous data.

Generalization

Generalization provides protected microdata by replacing the values of a given attribute by using more general values [124]. This technique first of all defines a generalization hierarchy. The most general value of this hierarchy is at the root of it while the most specific values are represented by the leaves. The generalization method, thus, replaces the values represented by the leaf nodes with one of their predecessor nodes. A particular case of generalization is the global recoding technique. Clearly, it is possible to generate different generalizations of a microdata set.

Global Recoding

Global Recoding method reduces the details in the microdata by substituting the value of some attributes with other values [50 [51]. For a continuous attribute, the method divides in disjoint intervals the domain of that attribute. Then it associates a label to each interval and finally, replaces the real attribute value
with the label associated with the corresponding interval. For a categorical attribute, the method combines several categories in order to form new and less specific categories and then the new value is computed. Two particular global recoding techniques are the Top-coding and the Bottom-coding. The first one is a method based on the definition of top-code, that is an upper limit. The idea is that values above a certain threshold are replaced with the top-code. Similarly, the second one is based on a notion of lower limit, named bottom-code, that is used to replace any value lower than this limit. Top-coding and Bottom-coding can be applied to both continuous attributes and to categorical attributes that can be linearly ordered.

**Local Suppression**

Local Suppression method suppresses the value of some individual or sensitive attributes, by replacing them with a missing value. In this way the possibility of analysis is limited. DeeWaal et al. in discussed about combinations of local suppression and global recoding techniques.

### 3.3.2 Perturbative Masking Techniques

Perturbative techniques alter the microdata set before the publication for preserving statistical confidentiality. The statistics computed on the dataset protected by perturbation do not differ significantly from the ones computed on the original microdata set. In general, a perturbative approach modifies the microdata set by introducing new combinations of values and making unique combinations of values in the original microdata set. In the following, we describe the main approaches belonging to this group of techniques.

**Random Noise**

These methods perturb microdata set by adding random noise following a given distribution. In general, the additive noise, given \( X_j \) the \( j \)-th column of the original microdata, replaces each \( x_{ij} (i = 1 \ldots n) \) with \( x_{ij} + e_{ij} \), where \( e_{ij} \) is an error vector. Two kinds of additive noise exist in literature: uncorrelated and correlated. In the former, \( e_{ij} \) is a vector of normally distributed errors drawn from a random variable with mean equals to zero and with a variance that is proportional to those of the original attributes. This does not preserve variances and correlation coefficients, but preserves mean and covariance. In the latter, the co-variance matrix of the errors is proportional to the co-variance matrix of the original data, therefore, this technique also preserves correlation coefficients. Additive noise is often combined with linear or non linear transformations. This means that before publishing the microdata, linearly /non linearly transformation has to be applied on the data after the process of noise addition. Notice that additive noise is usually not suitable to protect categorical data. As stated in Section, the Randomization techniques introduced by the data mining community come from the methods traditionally used in statistical disclose control described now.

**Data Swapping**

In order to perturb the data another technique can be used, i.e., the so-called Data Swapping. This technique does not change the aggregate statistical information of the original data although the confidentiality of individual sensitive information is preserved. The basic idea is to switch a subset of attributes between selected pairs of records in the original database. In this way, the data confidentiality is not compromised and the lower order frequency counts or marginals are preserved. Therefore, certain kinds of aggregate computations can be performed without compromise the privacy of the data.

**Rank Swapping**

Rank Swapping is seen as a variation of the swapping method. It is possible to apply this technique to both continuous and categorical attributes, which can be sorted by using an order relationship. The idea is to rank the values of an attribute according to their ascending order. Then, each value is swapped with another value guaranteeing that the swapped records are within a specified rank-distance of one another.
3.3. STATISTICAL DISCLOSURE CONTROL

Resampling

Resampling technique [50, 48] replaces the values of a sensitive continuous attribute with the average value computed over a given number of samples of the original population in the microdata set. Specifically, if we consider $h$ independent samples $S_1, \ldots, S_h$ of the values of $T_i$ (an original attribute). This method sorts the samples considering the order of original values. Then, it computes the set $\ell_1, \ldots, \ell_n$ where each $\ell_j$ is the average of the $j$-th ranked values in $S_1, \ldots, S_h$ and $n$ is the number of records. Finally, the masked attribute is generated replacing each original value of the attribute with the correspondent average value.

Rounding

Rounding method replaces original values of attributes with rounded values. In order to replace the value of an attribute the technique defines a *rounding set*, that for example contains the multiples of a given base value. Then, it selects rounded values in this set. Usually, this methods is suitable for continuous data. In case of multivariate original dataset, univariate rounding is usually performed, i.e. the rounding is applied on one attribute at a time. However, in [138, 41] authors show that it is possible to perform multivariate rounding.

PRAM

PRAM (Post RAndomized Method) [88, 51] allows to perturb categorical value for one or more attributes by using a probabilistic mechanism, namely a Markov matrix. Each row of this matrix contains the possible values of each attribute. It is important to notice that, the choice of the Markov matrix affects the risk of disclosure and the information loss.

MASSC

MASSC (Micro-Agglomeration, Substitution, Sub-sampling and Calibration) [128] is a perturbative technique that consists of four steps:

- **Micro-agglomeration**: Records in the original microdata set are partitioned into different groups. Each group contains records with a similar risk of disclosure. Moreover, each group is formed using the quasi-identifiers in the records. Intuitively, records with rare combinations of values for quasi-identifiers are considered at a higher risk and thus, they should be in the same group.

- **Substitution**: An optimal probabilistic strategy is used to perturb the data.

- **Sub-sampling**: Some attributes or whole records are suppressed by using an optimal probabilistic subsampling strategy.

- **Optimal calibration**: In order to preserve a specific statistical property, the sampling weights, used in the previous step, are calibrated.

This technique is not suitable for dataset containing continuous attributes.

Micro-Aggregation

Micro-Aggregation technique, described in [50], groups individual record into aggregates of dimension $k$. Next, given a group, its average value is computed and then it is published instead of individual values. In this kind of methods an important notion is the *maximal similarity function*, which is used in order to form the groups. Finding an optimal grouping solution is a difficult problem [111], so some heuristic algorithms have been proposed to maximize similarity. There are different variations of micro-aggregation approaches. For example, some of them use different grouping strategies for the perturbation of different attributes. Other methods, instead, use the same grouping.

Another strategy consists in substituting the original value of all tuples (or part of them) in a group with the mean. Micro-aggregation is proposed for protecting both continuous attributes and categorical data.
3.3.3 Fully Synthetic Techniques

Fully synthetic techniques generate a set of data that is completely new. This means that the released data are referred to any respondent. Hence, no respondent can be re-identified. Different techniques exist that can be applied only on categorical or continuous data, or on both of them. Some methods belonging to this category are: Cholesky decomposition [100], Bootstrap [58], Multiple imputation [123], Latin Hypercube Sampling [60].

Cholesky Decomposition

This technique is based on the Cholesky matrix decomposition method and consists of five steps [100]:

a. Represent the original microdata set $X$ as a matrix with $N$ rows (tuples) and $M$ columns (attributes)

b. Compute the co-variance matrix $C$ over $X$

c. Generate a random matrix of $N \times M$ elements, named $R$, such that its co-variance matrix is the identity matrix $I$

d. Compute the Cholesky decomposition $D$ of $C$, such that $C = D^t \times D$

e. Generate the synthetic data $X'$ by matrix product $R \times D$.

Notice that $X'$ and $X$ have the same co-variance matrix. Indeed, this approach preserves variance, co-variance and mean of the original microdata set. This method is suitable for continuous attributes.

Bootstrap

This technique generates synthetic data by using Bootstrap methods [58]. In particular, it computes the $p$-variate cumulative distribution function $F$ of the original data set $X$ with $p$ attributes. Then, it alters the function $F$ in order to transform it in another similar function $F'$. Finally, this last function is sampled to generate a synthetic data set $X'$.

Notice that this method is particularly suitable for continuous data.

Multiple imputation

The multiple imputation technique [123] considers a data set $X$ of $N$ tuples corresponding to a sample of $N$ respondents belonging to a larger population of $M$ individuals. Moreover, it divides the attributes in: background attributes ($A$), non-confidential attributes ($B$) and confidential attributes ($C$). The first ones are available for the whole population, while the second ones and the last ones are only known for the $N$ individuals.

This method is performed in three steps:

a. Construct a multiply imputed population of $M$ individuals starting from $X$. In this population there are $N$ tuples of $X$ and $k$ matrices $(B, C)$ for the $M - N$ remaining individuals. Notice that $k$ is the number of multiple imputations.

b. Predict a set of couples $(B, C)$ starting from the attributes $A$ using a prediction model. In this way, the whole population has a value for each kind of attribute, some values will be imputed while others will be original.

c. Draw a sample $X'$ of $N$ records from the multiply imputed population. This can be repeated $k$ times in order to produce $k$ replicates of $(B, C)$ values. At the end, $k$ multiply imputed synthetic data sets are obtained and in order to assure that no original data are contained in synthetic data sets, when the sample is drawn the $N$ original tuples are excluded.

Multiple imputation method works on both categorical and continuous data.
Latin Hypercube Sampling

Latin Hypercube Sampling \cite{60} is a technique that provides both the univariate and the multivariate structure of the original data set. Usually, univariate structures are mean and covariance of an attribute, while a multivariate structure is the rank correlation structure of the data. The main problem of this technique is that it is time-intensive and its complexity depends on the number of statistics to preserve on synthetic data and on the values to be reproduced.

Latin Hypercube Sampling method can be used on both categorical and continuous data.

3.3.4 Partially Synthetic Techniques

Partially synthetic techniques produce a dataset, where the original data and synthetic data are mixed. In literature, several techniques belonging to this category have been proposed and in the following we describe the main ones.

Hybrid Masking

Hybrid masking method \cite{42} is based on the idea of combining original and synthetic data in order to mask the data. Usually, this technique generates synthetic records. Using a distance function, each original record is matched with synthetic record. The masked data are obtained by combining the paired records. For the combination the values in these records can be added or multiplied.

Information Preserving Statistical Obfuscation

This technique, proposed in \cite{29}, explicitly preserves certain information contained in the data. The data are assumed to be composed of two kind of information for each respondent: public data and specific survey data. Before releasing the data, this approach alters the public data by a perturbation operation, while it discloses the specific survey data without alteration. Usually, both sets of data are released for a subset of respondents. The new set of data maintains a certain set of statistics over the original public data.

Multiply Imputed Partially Synthetic Data

This technique alters confidential attributes by using the multiple imputation method to simulate them, while releases the others attributes without alteration \cite{62}. The basic idea is that only the confidential attributes should be protected. This method can be applied on both categorical and continuous data.

Blank and Impute

Blank and Impute technique \cite{115} is suitable for both categorical and continuous data. First of all, it selects some records randomly and then deletes the original values of a set of attributes in these records. The deleted values are replaced by a sort of imputation method.

3.4 Anonymity in Complex Data

Many research efforts have focused on privacy-preserving data mining and data publishing. Most of them, however, address the anonymity problems in the context of general tabular data, while relatively little work has addressed more complex forms of data in specific domains, although this kind of data is growing rapidly: examples include social networking data, spatio-temporal data, query log data, and more. The analysis of these data is very interesting as they are semantically rich: such richness makes such data also very difficult to anonymize, because the extra semantics may offer unexpected means to the attacker to link data to background knowledge. Traditional techniques used for tabular data sets cannot be directly applied, so typically the standard approaches must be adjusted appropriately. Privacy issues, privacy models and anonymization methods both for relational data and for complex data are widely discussed in \cite{64}. A survey of techniques for anonymity of query log data is presented in \cite{39}. In this work the author seeks
to assess some anonymity techniques against three criteria: a) how well the technique protects privacy, b) how well the technique preserves the utility of the query logs, and c) how well the technique might be implemented as a user control. In [146], Zhou et al. propose a brief systematic review of the existing anonymity techniques for privacy preserving publishing of social network data. Another interesting work is presented in [98], where Malin introduces a computational method for the anonymization of a collection of person-specific DNA database sequences. The analysis of person-specific DNA sequences is important but poses serious challenges to the protection of the identities to which such sequences correspond.

In this section we focus our discussion on spatio-temporal data showing that in the last years some reasonable results have been obtained by solutions that consider the particular nature of these data. The increasing availability of spatio-temporal data is due to the diffusion of mobile devices (e.g., mobile phones, RFID devices and GPS devices) and of new applications, where the discovery of consumable, concise, and applicable knowledge is the key step. Clearly, in these applications privacy is a concern, since a pattern can reveal the behavior of group of few individuals compromising their privacy. Spatio-temporal data sets present a new challenge for the privacy-preserving data mining community because of their spatial and temporal characteristics. An interesting investigation on the various scientific and technological issues and open problems about this research field is presented in [70].

Standard approaches developed for tabular data do not work for spatio-temporal data sets. For example, randomization techniques, discussed above, which modify a dataset to guarantee respondents’ privacy while preserving data utility for analyses, are not applicable on spatio-temporal data, due to their particular nature. Therefore, alternative solutions have been suggested: some of them belong to the category of confusion-based algorithm others belong to the category of approaches of $k$-anonymity for location position collection. All these techniques try to guarantee location privacy for trajectories.

The approaches in [78, 85, 86, 54] belong to the first category and provide confusion/confusion algorithm to prevent an attacker from tracking a complete user trajectory. The main idea is to modify true trajectories or generate fake trajectories in order to confuse the attacker. In [26, 25, 73, 28] authors presented techniques belonging to the second category. The main aim of these techniques is to preserve the anonymity of a user obscuring his route. They use the notion of $k$-anonymity adapted for the spatio-temporal context.

$k$-anonymity is the most popular method for the anonymization of spatio-temporal data. It is often used both in the works on privacy issues in location-based services (LBSs) [27, 99] and in the works of anonymity of trajectories [1, 110, 143]. In the work presented in [110], the authors study the problem of privacy-preserving publishing of moving object database. They propose the notion of $(k, \delta)$-anonymity for moving objects databases, where $\delta$ represents the possible location imprecision. In particular, this is a novel concept of $k$-anonymity based on co-localization that exploits the inherent uncertainty of the moving objects whereabouts. In this work authors also propose an approach, called Never Walk Alone, for obtaining a $(k, \delta)$-anonymous moving objects database. The method is based on trajectory clustering and spatial translation. In [110] Nergiz et al. address privacy issues regarding the identification of individuals in static trajectory datasets. They provide privacy protection by: (1) first enforcing $k$-anonymity, meaning every released information refers to at least $k$ users/trajectories, (2) then reconstructing randomly a representation of the original dataset from the anonymization. Yarovoy et al. in [143] study problem of $k$-anonymization of moving object databases for the purpose of their publication. They observe the fact that different objects in this context may have different quasi-identifiers ans so, anonymization groups associated with different objects may not be disjoint. Therefore, a novel notion of $k$-anonymity based on spatial generalization is provided. In this work, authors propose two approaches that generate anonymity groups satisfying the novel notion of $k$-anonymity. These approaches are called Extreme Union and Symmetric Anonymization.

Lastly, we mention the very recent work [134], where Terrovitis and Mamoulis suggest a suppression-based algorithm that, given the head of a trajectory, reduces the probability of disclosing its tail. This work is based on the assumption that different attackers know different and disjoint portions of the trajectories and the data publisher knows the attacker knowledge. So, the proposed solution is to suppress all the dangerous observations in the database.

The common result obtained by the above research works on the problem of the privacy-preserving publication of complex data is that finding an acceptable trade-off between data privacy on one side and data utility on the other side is hard and that no general method exists, capable of both dealing with “generic personal data” and preserving “generic analytical results”. Usually, the proposed approaches guarantee the privacy requirements but hardly generate anonymous datasets with acceptable data quality: the data
transformation obstructs the knowledge discovery opportunities of data mining technologies. This problem is due to the fact that the anonymization frameworks are designed without any assumption about the target analytical questions that are to be answered with the data. This point is fundamental because taking into account the possible target analysis to be applied to the transformed data means designing a transformation process capable to preserve some data properties that are necessary to preserve the results obtained by specific analytical and/or mining tasks. In this thesis, our aim is to shed a new light in the study of privacy protection by the privacy by design paradigm that promises a quality leap in the conflict between data protection and data utility.
Chapter 4

Privacy-Preserving Outsourcing

In this chapter we introduce the problem of protecting corporate, or collections of, data; and then we review and analyze prior proposals to address this privacy issue.

4.1 Corporate Privacy Protection

In the last years, many organizations have accumulated large amount of data from various channels. These data represent an important and vital resource for an organization. But, data are useless and worse cause a cost for their storage, security and maintenance if they are not processed, analyzed and transformed into information. Therefore, it is important to make these data available for decision making. Indeed, when data are intelligently analyzed they can become a powerful resource that can be used for a competitive advantage.

Data mining is the most important process for discovering knowledge from data. Many KDD techniques has been proposed to extract some kind of knowledge as models and patterns, capturing rules or characteristics hidden in data. Usually, data mining techniques have a large worst-case complexity and so, require a powerful computational capability.

It is important to note that data mining is not reserved for large organizations with large databases. Smaller companies can obtain advantage mining their small data sets. In general, organizations (or companies) could do not posses in-house expertise for doing data mining and/or computing infrastructure adequate for mining purposes. An organization can outsource their data to a third party, obtaining specific human resources (e.g., skilled programming personnel) and technological resources (e.g., more powerful computing infrastructure) for its needs of data mining and data analysis with lower costs [46]. In this scenario, the third party should be trust to guarantee the privacy as it knows the data source and can learn specific information about the organization such as global and analytical results that could be strategic for its business.

The release of strategic and business information, named corporate information, is the goal of data mining. Unfortunately, techniques that guarantee the protection of individual data may not be enough since they may still release important corporate information leading to concerns. As a consequence, for organizations and companies is also vital to have techniques to guarantee the protection of the information about the collection of their data rather than individual data objects. In other words, these techniques have to protect the so-called corporate privacy [37], that often is considered as a secrecy issue rather than privacy issue.

4.2 Privacy-Preserving Querying Outsourcing

The research on privacy and security data in outsourced databases [11, 75, 74, 80] is not directly relevant to the problem of privacy-preserving data mining outsourcing; nevertheless, it can be considered related to it.

In the work [11] authors introduced an order-preserving encryption scheme for numeric data called OPES (Order Preserving Encryption Scheme). It allows comparison operations to be directly applied on encrypted data, without decrypting the operands.
In the papers [78] [74] [80], instead, the authors presented a new paradigm for data management. Specifically, they proposed a scenario where a third party service provides host database as a service and studied several techniques to execute SQL queries over encrypted database. Their encryption techniques allow to the third party answering queries without having to decrypt the data.

The main limitation of these works is that the encryption is time consuming and is not suitable for complex tasks such as mining patterns. On the other hand, weak encryption functions that allow efficient queries leak far too much information not guaranteeing the data privacy.

Other interesting research field is that one studying techniques called private information retrieval (PIR) (see [66] for a survey). The goal here is to allow users to retrieve data from a database without revealing their private data-retrieving queries to the third party server. There are two main types of PIR: information-theoretic and computational. In information-theoretic PIR, the server is unable to determine any information about the private query even with unbounded computing power. However, achieving information theoretic security requires multiple non-cooperating servers, each having a copy of the database [34]. In computational PIR [33] [89], the privacy of the query can be guaranteed against servers with polynomial-time computations. Unfortunately, none of PIR techniques (including both information-theoretic and computational) can be applied to the data mining scenario, as most of them consider databases as $n$-bit files and queries as simply retrieving a single bit from these files.

4.3 Privacy-Preserving Data Mining Outsourcing

The particular problem of outsourcing mining tasks within a corporate privacy-preserving framework is very interesting. A key distinction between this problem and the privacy-preserving data mining and data publishing problems is that, in this setting, not only the underlying data but also the mined results are not intended for sharing and must remain private. In particular, when the third party possesses background knowledge and conducts attacks on that basis, it should not be able to learn new knowledge with a probability above a given threshold.

The frameworks devised to protect corporate privacy in this setting have also to preserve the data utility. What does data utility mean in this specific context? In general, a framework for protecting the corporate privacy in data mining outsourcing must guarantee: (1) to the data owner the possibility to query its data in outsourcing (2) to the server provider to answer the queries of the data owner with an encrypted result that does not allow to infer any knowledge (3) to the data owner to recover the query results within a quantifiable approximation. The approximation of the point (3) specifies the data utility guaranteed by the privacy-preserving framework.

Note that, the application of a simple substitution ciphers to the items of the original database is not enough to protect the corporate privacy. Indeed, as we will discuss in the Section 7.2.2 an intruder could use information about the item frequency for inferring the real identity of the items and as a consequence for broken the whole database and the possible knowledge represented into it.

The notion of $(h, k, p)$-coherence employed by Xu et al. [142] achieves an effect similar to the approach we propose in this thesis for encrypting the database such that items fall into equivalence classes of size $\geq k$. However, this anonymization method is meant for data publishing purposes, and it is not applicable to privacy-preserving outsourcing.

The approach in [120] is based on outsourcing a randomized dataset that is transformed by means of Bloom filters: compared with our proposal, the main weakness of this approach is that it only supports an approximate reconstruction of the mined frequent itemsets by the data owner, while our encryption/decryption method supports reconstruction of the exact supports.

The works that are most related to ours are [140] and [133]. They assume that the adversary possesses prior knowledge of the frequency of items or item sets, which can be used to try to re-identify the encrypted items. Wong et al. [140] consider an attack model where the attacker knows the frequency of $\alpha\%$ of frequent itemsets to within $\pm \beta\%$, while our attack model focuses on single items with the assumption that the attacker knows the exact frequency of every single item, i.e., ours is a $(100\%, 0\%)$ attack model, but confined to items. Authors in [133] assume the attacker knows exact frequency of single items, similarly to us. Both [140] and [133] use similar privacy model as ours, which requires that each real item must have the same frequency count as $k − 1$ other items in the outsourced dataset. The major issue left open
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by [140] is a formal protection result: their privacy analysis is entirely conducted empirically on various synthetic datasets. Tai et al. [133] shows that their outsourced data set satisfies $k$-support anonymity, but only explores set based attack empirically. Unfortunately, both works have potential privacy flaws: Molloy et al. [105] show how privacy can be breached in the framework of [140]. We will discuss the details of the flaws in the framework of [133] in the next section.

### 4.3.1 Security Insufficiency of Previous Work

Privacy protection in outsourcing frequent itemset mining is also addressed by [140] and [133], that we briefly discuss in previous section. Unfortunately, both works have potential privacy flaws and so we discuss about that in this section.

**The 1-to-n mapping model of [140]**. The work [140] utilizes a one-to-n item mapping together with non-deterministic addition of enciphered items to protect the identification of individual items. A recent paper [105] has formally proven that the encoding system in [140] can be broken without using context-specific information. The success of the attacks in [105] mainly relies on the existence of unique, common and fake items, defined in [140]. In Chapter 7 we propose a scheme that does not create any such items, and so the attacks in [105] are not applicable to our scheme.

**The $k$-support anonymity model of [133]**. The work [133] is very recent. It defines $k$-support anonymity, which is very similar to our $k$-anonymity, that requires each item to be indistinguishable from $k - 1$ other items regarding their frequency counts in the outsourced dataset. This approach is based on the construction of a pseudo taxonomy tree, which will produce fake items that have to be inserted into the database to hide the real items. Both the encrypted database and the pseudo taxonomy tree will be outsourced to the third-party service provider: the data owner only keeps the mapping of the real items. The service provider then mines the generalized frequent itemsets in the encrypted database by using the taxonomy tree, and returns the mining results to the data owner. The data owner recovers the exact support of true item sets by removing the frequent itemsets that contain any fake item. [133] shows that their outsourced database satisfies $k$-support anonymity. However, they do not offer any theoretical analysis of anonymity of item sets. Instead they confine themselves to an empirical analysis of the latter. Unfortunately, their proposal has potential privacy flaws, due to the existence of the pseudo taxonomy tree. In what follows, we discuss how privacy may be breached. We refer the reader to [133] for details about pseudo taxonomy tree and about the encryption algorithm.

It is common to assume in most works on privacy and security that the attacker knows the details of the encryption algorithm. In keeping with this, suppose the attacker knows the details of the construction method of the taxonomy tree. Based on this, the attacker can observe the following properties of the taxonomy tree:

1. The support of real items is equal to that of their mapping nodes in the taxonomy tree, as the increase operation is only applied on the fake items.

2. The mapping nodes of real items cannot be on the same path in the tree, as real items are initially leaf nodes in the tree and will never be moved above other real items in the tree by the construction algorithm.

Using these properties, the attacker can break the $k$-support anonymity guarantee on the real items using a very simple attack, which we illustrate using the example given by [133]. Consider the pseudo taxonomy tree in [133], Figure 3(b). The tree contains eleven nodes in the form of ciphertext (and their supports), which includes enciphered items corresponding to four real items. Using observation (1) above, the attacker can infer the following: (i) the real items tea, beer must correspond to two out of the three enciphered items $a, g, h$, i.e., \{tea, beer\} $\rightarrow$ \{a, g, h\}; (ii) similarly, \{cigar\} $\rightarrow$ \{b, c, d\}; and (iii) \{wine\} $\rightarrow$ \{e, f, j\}. So far, notice 3-support anonymity is satisfied, as desired by [133]. However, now using observation (2), this can be broken. The attacker knows at least one of $g, h$ must correspond to one of the real items tea, beer and thus their parent $j$ cannot correspond to a real item and hence wine can only correspond to one of $e, f$. Thus, while technically wine continues to have two other items sharing the same frequency in the outsourced database, the attacker can eliminate one of them as not corresponding to wine.
Compared with these two works, in Chapter 8 we provide formal analysis to show that our scheme can always achieve provable privacy guarantee w.r.t. the background knowledge of the attacker and the notion of privacy, that we define precisely in this thesis; an attack cannot breach our scheme as long as the attack satisfies our assumptions. On the other hand, although [105] claimed that outsourcing of frequent pattern mining is not practical, we will show that with less strict privacy models, we can achieve practical privacy-preserving methods that provide reasonable privacy guarantee. Our empirical study also shows that in practice, due to specific characteristics of the real transaction datasets (e.g., the power-law distribution of items), even the privacy-preserving methods for less-strict privacy models can enjoy a relatively high level of privacy in practice.
Part II

Privacy by Design for Data Publishing
Outline Part II

This part of the thesis discusses the proposed privacy-preserving frameworks for data publishing based on the privacy-by-design paradigm. Many approaches have been developed to take on these challenging tasks specifically in the context of general tabular data. In contrast, relatively little work has addressed more complex forms of data such as sequence data, spatio-temporal data and social networking data, although this kind of data is growing rapidly. These forms of data are semantically rich and this can make them very difficult to anonymize and often traditional techniques used for tabular datasets cannot be directly applied. This part of the thesis will focus on the devise of frameworks for the protection of the individual privacy when sequential data and spatio-temporal data are released. On the same data it is possible to apply various analytical processes each one with a different purpose. As a consequence, in real-life data publishing, the same data may be published several times for different purposes, so each time the data could be anonymized differently: the idea is to use a privacy-preserving technique adequate to preserve the results of the target analysis.

This part is structured as follows. Chapter 5 will discuss the problem of individual privacy protection while sequence data are published and introduce a $k$-anonymity framework by defining the sequence linking attack model and its associated countermeasure, namely the $k$-anonymous version of a sequence dataset. Instead, Chapter 6 proposes an approach for the anonymization of movement data combining the notions of spatial generalization and $k$-anonymity.
Chapter 5

Anonymity in Sequence Data

An important field in data mining research concerns the analysis of sequence data. User’s actions as well as customer transactions are stored together with their time-stamps, thus making the temporal sequentiality of the events a powerful source of information. For instance, web-logs describe the full activity of website visitors; spatio-temporal data describe the mobility behavior of citizens. Companies and public institutions can now study the sequential/mobile behavior of their customers/citizens to improve offered services. A lot of advanced techniques have been investigated to extract patterns and models in databases of sequences \[10,116\]. For both legal and ethical reasons, the data owners (or custodians) should not compromise the privacy of their customers and users, and therefore should not reveal the personal sensitive information of them. The point is that a long sequence of events occurred to an individual, or of locations visited by an individual, may reveal a lot about the individual itself, even if it is de-identified in the data. Quoting Robert O’Harrow Jr. in *No Place to Hide* (Free Press, 2005): “Most of privacy violations are not caused by the revelation of big personal secrets, but by the disclosure of many small facts in a row. Like killer bees, one is just a nuisance, but a swarm can be lethal.”

The concept of \(k\)-anonymity (and variants) has been extensively studied for relational data in tabular format, as a formal protection model against privacy breaches; instead, to the best of our knowledge, no principled extension of this concept to sequential data has been put forward. Within this context, our contribution is twofold.

First, we introduce a \(k\)-anonymity framework for sequence data, by defining the sequence linking attack model and its associated countermeasure, namely the \(k\)-anonymous version of a sequence dataset. It provides a formal protection framework against the attack. We justify how this framework achieves a strong protection in the case of sequential data, despite the rather weak protection of ordinary \(k\)-anonymity for tabular data.

Second, we instantiate this framework by providing a specific method for constructing the \(k\)-anonymous version of a sequence dataset, with the aim of preserving sequential pattern mining. We empirically validate the effectiveness of our anonymization technique with realistic web-log and process-log data, as well as with a large-scale, real-life dataset of GPS trajectories of vehicles with on-board GPS receivers, tracked in the city of Milan, Italy. The results of our experiments, where we compare the set of sequential patterns obtained before and after the application of our anonymization technique, show that we substantially preserve such frequent sequential patterns, especially in dense datasets. Clearly, preserving frequent (sequential) patterns is a hard task, so we hoped to obtain, as a collateral benefit of our approach, that other interesting analytical properties of the original data are preserved by the proposed anonymization method. Remarkably, we found in our experiments that, besides sequential patterns, also various basic statistics are preserved after our transformation, such as the distribution of sequence lengths and the frequency of individual elements in the sequences, as well as the clustering structure of the original dataset.

The combined effects of our findings are that a simple and effective anonymity protection model exists for personal data of a sequential nature, and that this model admits a practical and efficient method to obtain non-trivial anonymous versions of sequential datasets, where analytical utility is preserved to a wide extent.

The rest of the chapter is organized as follows. After recalling the basics of sequential pattern mining in Section 5.1 in Section 5.2 we introduce the \(k\)-anonymity framework for sequence data and study the asso-
ciated attack and protection model. Then, we state in Section 5.3 the privacy-preserving k-anonymization problem and propose a solution in Section 5.4. The experimental results for pattern mining and clustering are presented in Section 5.7. Lastly, Section 5.8 provides a summary of the work.

The contents of this chapter have been partially published in [117] and [118].

5.1 Preliminaries: Sequential Pattern Mining

Before introducing our framework we recall some basic notions of sequential pattern mining problem already described in Section 2.4.3 and some useful notation used in the rest of the chapter.

Let \( \mathcal{I} = \{i_1, i_2, \ldots, i_n\} \) denote a set of items (e.g., events, actions, spatial locations or regions). Here, we consider the case of sequence databases of the form \( \mathcal{D} = \{S_1, S_2, \ldots, S_N\} \), where each sequence \( S = i_1 i_2 \ldots i_k \) \((i_j \in \mathcal{I})\) is an ordered list of single items; an item can occur multiple times in a sequence. Given a frequency threshold \( \sigma \), we say that a sequence \( T \) is \( \sigma \)-frequent in a database \( \mathcal{D} \) if \( \text{freq}_\mathcal{D}(T) \geq \sigma \) (or \( \text{supp}_\mathcal{D}(T) \geq \sigma \cdot |\mathcal{D}| \)). Note that, \( \text{freq}_\mathcal{D}(T) \) denotes the relative frequency of the sequence \( T \) and \( \text{supp}_\mathcal{D}(T) \) denotes the absolute frequency of \( T \). A \( \sigma \)-frequent sequence is also called \( \sigma \)-frequent sequential pattern. The collection of all \( \sigma \)-frequent (sequential) patterns in \( \mathcal{D} \) is denoted by \( \mathcal{S}(\mathcal{D}, \sigma) \).

Thus, we can formulate the sequential pattern mining problem as follows: given a sequential database \( \mathcal{D} \) and a frequency threshold \( \sigma \), find all \( \sigma \)-frequent sequential patterns, i.e. the collection \( \mathcal{S}(\mathcal{D}, \sigma) \).

5.2 Privacy Model in Sequence Data

An intruder who gains access to a published database of personal (micro-)data can conduct attacks on this database in order to make inferences, also on the basis of the background knowledge that (s)he possesses. We generically refer to this agent as an attacker; and in particular, we refer to the linking attack model, i.e., the ability to link the released data to other external information, which enables the re-identification of (some of) the respondents associated with the data. In relational data, linking is made possible by quasi-identifiers, i.e., attributes that, in combination, can uniquely identify individuals, such as birth date and gender. The remaining attributes represent the private respondent’s information, that may be violated by the linking attack. In privacy-preserving data publishing techniques, such as k-anonymity, the precise goal is to find countermeasures to this attack, and to release person-specific data in such a way that the ability to link to other information using the quasi-identifier(s) is limited.

In the case of sequential (person-specific) data, where each record is a temporal sequence of events which occurred to a specific person, the above dichotomy of attributes into quasi-identifiers (QI) and private information (PI) does not hold any longer: here, a (sub)sequence of events can play both the role of QI and the role of PI. To see this point, consider the case where sequences represent trajectories, i.e., lists of locations visited by an individual in the given order: the attacker may know a sequence of locations visited by a specific person \( P \); e.g., by shadowing \( P \) for some time, the attacker may learn that \( P \) was in the shopping mall, then in the park, and then at the train station, represented by the sequence \( \langle \text{mall, park, station} \rangle \). The attacker could employ this sequence to retrieve the complete trajectory of the \( P \) in the released dataset: this attempt would succeed, provided that the attacker knows that \( P \)'s sequence is actually present in the dataset, if the known sequence \( \langle \text{mall, park, station} \rangle \) is compatible with (i.e., is a subsequence of) just one sequence in the dataset. In this example of a linking attack in the sequence domain, the subsequence known by the attacker serves as QI, while the entire sequence is the PI that is disclosed after the re-identification of the respondent. Clearly, as the example suggests, it is rather difficult to distinguish QI and PI: in principle, any specific location can be the theater of a shadowing actions by a spy, and therefore any possible sequence (of locations, in this example) can be used as a QI, i.e., as a means for re-identification. Put another way, distinguishing between QI and PI among the elements of a sequence, being them locations or events, means putting artificial limits on the attacker’s background knowledge; on the contrary, in privacy and security research it is necessary to have assumptions on the attacker’s knowledge that are as liberal as possible, in order to achieve maximal protection.

As a consequence of this discussion, we make the conservative assumption that any sequence that can be linked to a small number of individuals is a potentially dangerous QI and a potentially sensitive PI; then,
we study an anonymity model that tries to achieve the maximal protection possible under this challenging assumption. The crucial point in defining the sequence linking attack lies exactly in the definition of QI and PI, which is formalized by the concept of harmful sequence, parametric with respect to an anonymity threshold $k$.

**Definition 5.2.1** (k-Harmful Sequence). Given a sequence dataset $\mathcal{D}$ and an anonymity threshold $k$, a sequence $T$ is $k$-harmful (in $\mathcal{D}$) iff $0 < \text{supp}_{\mathcal{D}}(T) < k$.

In other words, a sequence is $k$-harmful if it is a subsequence of a number of sequences in $\mathcal{D}$ smaller than $k$ and greater than 0. Essentially, harmful sequences are potentially dangerous QIs because they occur only a few times in the dataset (but at least once): thus, a harmful sequence can be used to select a few specific complete sequences in the dataset. Moreover, each harmful sequence reveals information pertaining to a small (but not empty) set of persons, hence information that is private in the sense that it reveals a specific, unusual behavior, which potentially violates the right to privacy of a few individuals that follow a path off the crowd (perhaps revealing personal preferences, habits, etc.) Conversely, non-harmful sequences are not considered dangerous, neither as QI nor as PI: a non-harmful sequence either does not occur in the dataset (and therefore does not help the attacker) or occurs so many times that (i) it is not useful as a QI, as it is compatible with too many subjects, and (ii) it is not useful as PI, as it reveals a sequential behavior common to many people. We now formalize the privacy model. So, first of all we introduce our assumptions about the additional knowledge used by the adversary for the attack.

**Definition 5.2.2** (Adversary Knowledge). The attacker has access to the anonymized dataset $\mathcal{D}^*$ and knows: (i) the details of the scheme used to anonymize the data, (ii) the fact that respondent $U$ is present in $\mathcal{D}$, and (iii) a (QI) sequence $T$ relative to $U$.

Then, we formalize the sequence linking attack, based on the above definition.

**Definition 5.2.3** (Sequence Linking Attack). Given a published sequence dataset $\mathcal{D}$ where each sequence is uniquely associated with a de-identified respondent, the attacker tries to identify the sequence in $\mathcal{D}$ associated with a given respondent $U$, based on the additional knowledge introduced in Definition 5.2.2. We denote by $\text{prob}_{\mathcal{D}}(T)$ the probability that the sequence linking attack with a QI sequence $T$ succeeds (over $\mathcal{D}$).

From a data protection perspective, we aim at controlling the probability $\text{prob}_{\mathcal{D}}(T)$, for any possible QI sequence $T$. The linking attack can be performed by using either a harmful or a non-harmful sequence. Clearly, harmful sequences are dangerous because the attacker has a high probability of uniquely identifying the entire sequence of a respondent. In general, given an arbitrary sequence dataset $\mathcal{D}$, there’s no way to prevent re-identification. To solve this problem, we introduce the $k$-anonymous version of a sequence dataset $\mathcal{D}$, parametric w.r.t. an anonymity threshold $k > 1$.

**Definition 5.2.4** (k-Anonymous Sequence Dataset). Given an anonymity threshold $k > 1$ and two sequence datasets $\mathcal{D}$ and $\mathcal{D}^*$, we say that $\mathcal{D}^*$ is a $k$-anonymous version of $\mathcal{D}$ iff each $k$-harmful sequence in $\mathcal{D}$ is not $k$-harmful in $\mathcal{D}^*$.

Here, $k$ plays the same role as in ordinary $k$-anonymity, i.e., $k$ is the minimal acceptable cardinality of a set of indistinguishable objects, considered a sufficient protection of anonymity in the given situation. Notice that, according to Definition 5.2.4, the harmful sequences in the original dataset become non-harmful in the anonymous version, while no constraints apply to non-harmful sequences in the original dataset: those may be either non-harmful or harmful in the anonymous version. We now show that the probability of success of a linking attack in the $k$-anonymous version of a sequence dataset has an upper bound of $\frac{k}{2}$.

**Theorem 5.2.1.** Given a $k$-anonymous version $\mathcal{D}^*$ of a sequence dataset $\mathcal{D}$, we have that, for any QI sequence $T$, $\text{prob}_{\mathcal{D}^*}(T) \leq \frac{k}{2}$.

**Proof.** Two cases arise.

**Case 1:** if $T$ is a $k$-harmful sequence in $\mathcal{D}$, then, by Definition 5.2.4, $T$ is not a $k$-harmful sequence in $\mathcal{D}^*$, i.e., either $\text{supp}_{\mathcal{D}^*}(T) = 0$, which implies $\text{prob}_{\mathcal{D}^*}(T) = 0$, or $\text{supp}_{\mathcal{D}^*}(T) \geq k$, which implies
\[ \text{prob}_{D^*}(T) = \frac{1}{\text{supp}_{D^*}(T)} \leq \frac{1}{k}. \]

**Case 2:** if \( T \) is not a \( k \)-harmful sequence in \( D \), then, by Definition 5.2.4, \( T \) can have an arbitrary support in \( D^* \). If \( T \) is not \( k \)-harmful in \( D^* \), then the same reasoning in Case 1 applies; otherwise, \( 0 < \text{supp}_{D^*}(T) < k \).

In this case, we have that the probability of success of the linking attack via \( T \) to person \( X \) is the probability that \( X \) is present in \( D^* \) times the probability of picking \( X \) in \( D^* \), i.e.,

\[
\text{prob}_{D^*}(T) = \frac{\text{supp}_{D^*}(T)}{\text{supp}_D(T)} \times \frac{1}{\text{supp}_{D^*}(T)} = \frac{1}{\text{supp}_D(T)} \leq \frac{1}{k}
\]

where the final inequality is justified by the fact that \( X \) is present in \( D \) by the assumption of the linking attack, and therefore \( \text{supp}_D(T) \geq k \) due to the hypothesis that \( T \) is not \( k \)-harmful in \( D \). This concludes the proof.

It is important to note that a \( k \)-anonymous sequence dataset \( D^* \) guarantees the upper bound of \( \frac{1}{k} \) for the re-identification probability also when the attacker knows multiple subsequences related to the same respondent. As an example, consider a user with the sequence \(< \text{mall, park, station, hotel, library, hospital}>\), the publication of a \( k \)-anonymous sequence dataset containing this sequence guarantees the protection of that user against both the attacker knowing the subsequence \(< \text{mall, hotel}>\) and the attacker knowing the two sub-sequences \(< \text{mall, library}>\) and \(< \text{station, library}>\). In the following we formally show this point that represents a strength of our framework.

**Theorem 5.2.2.** Given a \( k \)-anonymous version \( D^* \) of a sequence dataset \( D \) and a set of QI sequences \( T = \{T_1, T_2, \ldots, T_l\} \) we have that \( \text{prob}_{D^*}(T) \leq \frac{1}{k} \).

**Proof.** First of all we observe that

\[
\text{prob}_{D^*}(T) = \frac{1}{\text{supp}_{D^*}(T_1, T_2, \ldots, T_l)}
\]

where \( \text{supp}_{D^*}(T_1, T_2, \ldots, T_l) = |\{S \in D^* | \forall i = 1, \ldots, l, T_i \preceq S\}| \).

By Theorem 5.2.1 we have that, given any sequence \( T \) generated by the concatenation of all the elements of the set \( T \) in any order, for example \( T = T_1T_2 \ldots T_l \), we have

\[
\text{prob}_{D^*}(T) = \frac{1}{\text{supp}_{D^*}(T)} \leq \frac{1}{k}, \tag{5.1}
\]

Moreover, we observe that

\[
\text{supp}_{D^*}(T) \leq \text{supp}_{D^*}(T_1, T_2, \ldots, T_l). \tag{5.2}
\]

In fact, in \( \text{supp}_{D^*}(T) \) we only count the sequences \( S \in D^* \) such that \( T \preceq S \); i.e., all the subsequences \( T_i \) must be contained in \( S \) with a specific order; in contrast in \( \text{supp}_{D^*}(T_1, T_2, \ldots, T_l) \) we do not have any constraint on the order of the subsequences \( T_i \), thus we count all the sequences \( S \in D^* \) where all the subsequences \( T_i \) appear together.

By Equations 5.1 and 5.2 we have:

\[
\text{prob}_{D^*}(T) \leq \text{prob}_{D^*}(T) \leq \frac{1}{k}.
\]

As a consequence the theorem holds.

Thanks to Theorems 5.2.1 and Theorem 5.2.2, we have a formal mechanism to control the probability of success of the sequence linking attack: given \( D \), choose a suitable anonymity threshold \( k \) and publish a \( k \)-anonymous version of \( D \), thus, we are guaranteed that such probability has an upper bound of \( \frac{1}{k} \).

It is natural to ask ourselves whether this level of privacy protection is adequate, in reference to the specified attack model: to further discuss this point, let’s play the devil’s advocate. Consider the following continuation of the above example, where person \( P \) has been shadowed by a spy along its itinerary represented by the sequence \( S = < \text{mall, park, station}> \); assume that in the \( k \)-anonymous version of the
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sequence dataset the attacker retrieves a large number ($\geq k$) of sequences containing $S$ as a subsequences, and that all such sequences contain the location red-light-district, after $S$. In this situation, the attacker, albeit cannot identify precisely his victim’s itinerary with high probability, can safely conclude that $P$ has visited the red-light-district anyway, no matter which precise itinerary has been followed. This resembles the motivation for introducing $l$-diversity, an extension of $k$-anonymity aimed at avoiding precisely the situation where all the tuples from the same anonymity group, albeit large, share the same value of a PI attribute (see Section 3.2.2 for references). In our sequential setting, is this situation a bug or a feature? Two cases arise, depending on the status we want to assume for the location/event red-light-district:

- red-light-district is a PI but not a QI: this option introduces an asymmetry between PI and QI, similar to what happens in the original $k$-anonymity framework: in our example, this implies that the attacker cannot shadow person $P$ in location red-light-district, which is an arbitrary assumption. In general, this option considerably weakens the attack model, as it makes rather unsupported assumptions about what the attacker can or cannot use as a QI. This observation lies at the heart of the many criticisms of $k$-anonymity in the tabular case. Even if distinguishing between PI and QI may, in principle, make it possible to avoid an inference like the above mentioned one, the negative consequence of this possibility is that the overall protection model becomes weaker and unrealistic. This is the reason why we propose to abolish the distinction between QI and PI in our framework.

- red-light-district is a QI but not a PI: if a sufficient number of people visit this place, it cannot be considered sensitive. Indeed, if enough people visit the red-light-district would imply that there were other reasons for going through the district such as a major street, and thus being identified as going through the red-light-district would not imply immoral behavior.

- red-light-district is both a PI and a QI: this is the option we chose in our model, and therefore the conclusion that person $P$ has visited the red-light-district can indeed be taken. Then two possible situations apply: either this is not a sensitive information, as it is shared with many other people (at least $k - 1$), or nobody perceives visiting the red-light-district as sensitive. Clearly, the option depends on the particular situation and perception. In the first case, nothing can be done, this is precisely what our models accounts for. In the second, it is clear that red-light-district is a sensitive location per se, and therefore the data should be suitably sanitized of this information, with some form of hiding or concealment. This is an orthogonal issue w.r.t. the model presented here, which may very well co-exist with some pre-processing aimed at hiding the globally sensitive locations or events in the sequential data.

In the end, the above discussion proves that there is a solid justification for our, albeit simple, sequence anonymity model. However, clearly, according to our definition, there are many possible $k$-anonymous versions of a sequence dataset $D$, corresponding to different ways of dealing with the $k$-harmful sequences of $D$. For example, harmful sequences can be either discarded or, on the contrary, replicated or generalized (e.g., by removing some of their items); also, any combination of the above techniques yields a $k$-anonymous dataset. In addition, many trivial and not useful examples of $k$-anonymous version of a given dataset exist, such as the empty dataset (which is a $k$-anonymous version of any given dataset).

From a statistics/data mining point of view, we are only interested in the $k$-anonymous versions that preserve some interesting analytical properties of the original dataset $D$. The goal of the rest of this chapter is precisely to illustrate the practical significance of our framework, by providing a first practical instance of our model, where the protection of privacy meets analytical utility.

5.3 Pattern-preserving $k$-anonymity

We now tackle the problem of constructing a $k$-anonymous version of $D$ that preserves the collection of frequent sequential patterns in the original data set $D$. Our approach is based on a specific way of hiding all the $k$-harmful sequences, capable of controlling the introduced distortion and producing excellent results in the case of dense sequential datasets, according to a notion of density that will be clarified at a later point (see Section 5.4). A side effect, we obtain is that the $k$-anonymous version also preserves the clustering
structure of the original dataset. The pattern-preserving \textit{k}-anonymization problem can be formulated as follows:

\textbf{Definition 5.3.1} (optimal P2kA problem). Given a sequence dataset \( D \), and an anonymity threshold \( k > 1 \), find a \textit{k}-anonymous version \( D^* \) of \( D \) such that the collection of all \( \frac{k}{|D|} \)-frequent patterns in \( D \) is preserved in \( D^* \), i.e., the following two conditions hold:

\[
S(D^*, k/|D^*|) = S(D, k/|D|)
\]

\[
\forall T \in S(D^*, k/|D^*|) \text{ freq}_{D^*}(T) = \text{ freq}_D(T).
\]

Clearly, the above requirement is quite strict, as the pattern collection in the anonymous version is supposed to coincide with that in the original dataset. We present a method that approximates the optimal solution, i.e., one which ensures that (i) \( D^* \) is indeed a \textit{k}-anonymous version of \( D \), and (ii) \( S(D^*, k/|D^*|) \) and \( S(D, k/|D|) \) are “similar”. In particular the two conditions of Definition 5.3.1 are relaxed to:

\[
S(D^*, k/|D^*|) \subseteq S(D, k/|D|)
\]

\[
\forall T \in S(D^*, k/|D^*|) \text{ freq}_{D^*}(T) \simeq \text{ freq}_D(T).
\]

In the experimental section (see Section 5.7) we express this similarity in terms of two measures which quantify how much pattern support changes, and how many frequent patterns we miss. As a first step towards an “optimal” algorithm, we show that our algorithm provides excellent results on real dense datasets in terms of pattern similarity (see Section 5.7), and guarantees that the disclosed dataset is \textit{k}-anonymous.

\section*{5.4 The BF-P2kA algorithm}

In this section we present our BF-P2kA (Brute Force Pattern-Preserving \textit{k}-Anonymization) algorithm (Algorithm 1), which allows to anonymize a dataset of sequences \( D \). The rationale behind our approach is that infrequent subsequences are potentially dangerous, and should be hidden in the disclosed dataset. To perform this step, a straightforward solution would consist in extracting all infrequent sequential patterns (say, sequential patterns with support less than \( k \)), and search for those patterns within each sequence in \( D \). Once a pattern \( T \) is found in a sequence \( S \), all occurrences of \( T \) in \( S \) should be removed. The first issue concerning this solution is the extraction of infrequent patterns, which can be computationally expensive even for small datasets. Moreover, this action does not ensure that frequent sequential patterns (with support higher than \( k \)) are preserved. Indeed, for each deletion of the infrequent pattern \( T \), the support of all its proper subsequences (including those subsequences with support higher than \( k \)) is decremented by 1.

In fact, we show that solving the relaxed P2kA problem is \textbf{NP}-hard. The relaxed P2kA problem can be formulated as a special case of the sequence hiding problem introduced in \cite{3,2}. Given a support threshold \( k \) and a dataset of sequences \( D \), let \( S_{\leq k} \) be the set of infrequent sequential patterns in \( D \), and \( S_{> k} \) the set of frequent sequential patterns in \( D \). The sequence hiding formulation of the P2kA problem requires requires the transformation of \( D \) into a database \( D^* \) such that

1. \( \forall S \in S_{c_k}, \text{ suppd} (S) = 0 \)

2. \( \sum_{S \in S_{> k}} |\text{ suppd}(S) - \text{ suppd}^*(S)| \) is minimized

Solving the sequence hiding problem is demonstrated to be \textbf{NP}-hard in \cite{3,2}. Hence, we propose a heuristic that provides an approximated solution in polynomial time. Instead of handling sequences directly, our algorithm operates on a prefix tree which guarantees good performances on dense datasets, both in terms of computational time and percentage of preserved frequent sequential patterns.

Our approach consists of three steps. During the first step, the sequences in the input dataset \( D \) are used to build a prefix tree \( T \). The second step, given a minimum support threshold \( k \), anonymizes the prefix tree. This means that sequences whose support is less than \( k \) are pruned from the prefix tree. Then part of these infrequent sequences is recovered by updating the corresponding branches in the pruned prefix tree. The third and last step post-process the anonymized prefix tree, as obtained in the previous step, to generate the anonymized dataset of sequences \( D^* \).

\footnote{In the original formulation, the requirement is that the support is \( \leq \) a given threshold.}
Algorithm 1: BF-P2kA(D, k)

**Input:** A sequence database \( D \), an integer \( k \)

**Output:** A \( k \)-anonymous sequence database \( D^* \)

// **Step I: Prefix Tree construction**

1. \( T = \text{PrefixTreeConstruction}(D) \);

// **Step II: Prefix Tree anonymization**

2. \( L_{\text{cut}} = \emptyset \);
3. **foreach** \( v \in \mathcal{N} \) s.t. \( \exists (R, v) \in \mathcal{E} \)
   do
    4. \( L_{\text{cut}} = L_{\text{cut}} \cup \text{TreePruning}(v, T, k) \);
   **end**
5. \( T' = \text{TreeReconstruction}(T, L_{\text{cut}}) \);

// **Step III: Generation of anonymized sequences**

6. \( D^* = \text{SequenceGeneration}(T') \);

**return** \( D^* \)

**Step I: Prefix Tree Construction** The first step of the BF-P2kA algorithm (Algorithm 1) is the construction of a prefix tree \( T \), given a list of sequences \( D \). A prefix tree is more compact than a list of sequences. It is defined as a triplet \( T = (\mathcal{N}, \mathcal{E}, R) \), where \( \mathcal{N} = \{v_1, \ldots, v_N\} \) is a finite set of labeled nodes, \( \mathcal{E} \subset \mathcal{N} \times \mathcal{N} \) is a set of edges, and \( R \in \mathcal{N} \) is a fictitious node and represents the root of the tree. Each node of the tree (except the root) has exactly one parent and it can be reached through a unique path, which is a sequence of edges starting with the root node. An example of path for the node \( d \) is the following:

\[
P(d, T) = (R, a), (a, b), (b, c), (c, d).
\]

Each node \( v \in \mathcal{N} \) has entries in the form \((\text{id}, \text{item}, \text{support})\) where \( \text{id} \) is the identifier of the node \( v \), \( \text{item} \) represents an item of a sequence, and \( \text{support} \) is the support of the sequence represented by the path from \( R \) to \( v \).

**Example 5.4.1.** Consider the dataset in Figure 5.1(a) and the prefix tree representing it in Figure 5.2(a). The path reaching the node \((12, S, 1)\) is the following:

\[
P((12, S, 1), T) = (\text{Root}, (10, B, 3)), ((10, B, 3), (11, K, 3)), ((11, K, 3), (12, S, 1)).
\]

The \( \text{PrefixTreeConstruction} \) function considers each element \( s_i \) of every sequence \( S \), starting from the first element, and updates the corresponding node in \( T \) (i.e., the node \( v \) s.t. \( v.\text{item} = s_i \)) by adding the support of \( S \) to \( v.\text{support} \). This process is iterated until a path from the root to a node corresponding to \( s_i \) already exists in \( T \). Otherwise, it creates the nodes corresponding to the remaining elements of \( S \) and updates \( T \) accordingly, setting the support of new nodes to \( \text{supp}_D(S) \).

**Step II: Prefix Tree Anonymization** The main phase of Algorithm 1 is the second step; we introduce some notions to simplify its explanation.

**Definition 5.4.1 (minimum prefix).** Let \( S = s_1 s_2 \ldots s_n \) and \( T = t_1 t_2 \ldots t_k \) be two sequences such that \( T \) is a subsequence of \( S \) and \( s_0 \) is the first item of \( S \) such that \( T \preceq s_1 s_2 \ldots s_p \). The sequence \( S' = s_1 \ldots s_p \) is the minimum prefix of \( S \) containing the sub-sequence \( T \).

Let us consider the sequences \( S = ABCDECDGF \) and \( T = ACD \). The sequence \( S' = ABCD \) is the minimum prefix of \( S \) containing the sub-sequence \( T \).

We also recall the well-known notions of edit distance and Longest Common Subsequence.

**Definition 5.4.2 (Edit distance).** Let \( S \) and \( T \) be two sequences. The edit distance between \( S \) and \( T \) is given by the minimum number of operations needed to transform a sequence into the other, where an operation is an insertion, deletion, or substitution of a single item.
Algorithm 2: PrefixTreeConstruction(\(D\))

<table>
<thead>
<tr>
<th>Line</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(R = \text{CreateNode}(\text{NULL}, 0));</td>
</tr>
<tr>
<td>2</td>
<td>(\mathcal{N} = {R}; \mathcal{E} = {});</td>
</tr>
<tr>
<td>3</td>
<td>\textbf{foreach} distinct (S) in (D) \textbf{do}</td>
</tr>
<tr>
<td>4</td>
<td>\hspace{1em} (\text{current} = R);</td>
</tr>
<tr>
<td>5</td>
<td>\hspace{2em} \textbf{for} (1 \leq i \leq</td>
</tr>
<tr>
<td>6</td>
<td>\hspace{3em} \textbf{if} \exists (\text{current}, v) \in \mathcal{E} \text{ s.t. } v.\text{item} = s_i \text{ then}</td>
</tr>
<tr>
<td>7</td>
<td>\hspace{4em} (v.\text{support} = v.\text{support} + \text{supp}_D(S));</td>
</tr>
<tr>
<td>8</td>
<td>\hspace{4em} (\text{current} = v);</td>
</tr>
<tr>
<td>9</td>
<td>\hspace{3em} \textbf{else}</td>
</tr>
<tr>
<td>10</td>
<td>\hspace{4em} (v = \text{CreateNode}(s_i, \text{supp}_D(S)));</td>
</tr>
<tr>
<td>11</td>
<td>\hspace{4em} (\mathcal{N} = \mathcal{N} \cup v);</td>
</tr>
<tr>
<td>12</td>
<td>\hspace{4em} (e = \text{CreateEdge(\text{current}, v)});</td>
</tr>
<tr>
<td>13</td>
<td>\hspace{4em} (\mathcal{E} = \mathcal{E} \cup e);</td>
</tr>
<tr>
<td>14</td>
<td>\hspace{4em} (\text{current} = v);</td>
</tr>
<tr>
<td>15</td>
<td>\hspace{1em} \end \textbf{end}</td>
</tr>
<tr>
<td>16</td>
<td>\textbf{end} \textbf{end}</td>
</tr>
<tr>
<td>17</td>
<td>\textbf{return} (\mathcal{T} = (\mathcal{N}, \mathcal{E}, R))</td>
</tr>
</tbody>
</table>

Definition 5.4.3 (LCS). Let \(T\) be a set of sequences. The Longest Common Subsequence (LCS) is the longest subsequence common to all sequences in \(T\).

The first operation performed during step II is the pruning of the prefix tree with respect to the minimum support threshold. This operation is executed by the TreePruning function (see Algorithm\[4\]), which modifies the tree by pruning all the infrequent subtrees and updating the support of the path to the last frequent node. TreePruning visits the tree and, when the support of a given node \(v\) is less than the minimum support threshold \(k\), computes all the sequences represented by the paths which contain the node \(v\) and which start from the root and reach the leaves of the sub-tree with root \(v\). Note that by construction each node of this sub-tree has support less than \(k\). All the computed \((k\)-harmful\) sequences and their supports are inserted into the list \(L_{\text{cut}}\). Next, the sub-tree with root \(n\) is cut from the tree. Therefore, the procedure TreePruning returns a pruned prefix tree and the list \(L_{\text{cut}}\). After the pruning step, the algorithm tries to reattach the harmful sequences in \(L_{\text{cut}}\) onto the pruned tree, using the TreeReconstruction function (see Algorithm\[4\]). For each harmful sequence \(S\) in \(L_{\text{cut}}\), TreeReconstruction computes the LCS between \(S\) and every sequence represented by the tree. Suppose that \(T\) is the sequence such that the computed LCS is a subsequence of \(T\). Then, the TreeReconstruction function selects the path of the tree that represents the minimum prefix (see Definition 5.4.1) of \(T\) containing the LCS, and increases the support of the related nodes by adding the support of \(S\) in \(L_{\text{cut}}\). If there are more LCSs of the same length, the function ClosestLCS function returns the LCS and the sequence in \(T\) such that the edit distance between them is at a minimum. This choice makes it possible to increase the support of a limited set of nodes not belonging to the LCS, thus reducing the noise.

Step III: Generation of anonymized sequences The second step of Algorithm\[1\] returns an anonymized prefix tree, i.e., a prefix tree where only \(k\)-frequent subsequences are represented. The third step of our method allows to generate the anonymized dataset \(D^*\). This phase is performed by the SequenceGeneration procedure, which visits the anonymized prefix tree and generates all the represented sequences. In general, the number of sequences represented in \(T'\) is equal or less than the size of the original database, since some pruned sequences can not be appended during the TreeReconstruction step.

We now show that (i) our approach guarantees that the disclosed dataset \(D^*\) is a \(k\)-anonymous version of \(D\), and (ii) the set of sequential patterns in \(D^*\) is a subset of those in \(D\).
5.4. THE BF-P2KA ALGORITHM

Algorithm 3: TreePruning(v, T, k)

Input: A node v, a prefix tree $T = (N, E, R)$, an integer $k$

Output: A list of infrequent sequences $L_{cut}$

1. $N_{temp} = \{\}; E_{temp} = \{\}$;
2. $L_{cut} = \{\}$;
3. if $v$.support $< k$ then
   4. newnode = CreateNode(v.item, v.support);
   5. $N_{temp} = N_{temp} \cup$ newnode
   6. current = v;
   7. repeat
      8. oldnode = $v_i$ s.t. ($v_i$, current) $\in E$;
      9. newnode = CreateNode(oldnode.item, v.support);
     10. oldnode.support = oldnode.support − v.support
     11. $N_{temp} = N_{temp} \cup$ newnode
     12. $e = CreateEdge(newnode, current)$;
     13. $E_{temp} = E_{temp} \cup e$;
     14. current = oldnode;
   15. until current = R;
   16. $T_{temp} = (N_{temp}, E_{temp}, R_{temp})$;
   17. $T_{sub} = (N_{sub}, E_{sub}, R_{sub}) = SubTree(T, v)$;
   18. $T_{temp} = T_{temp} \cup T_{sub}$;
   19. $T = T \setminus T_{sub}$;
   20. $L_{cut} =$ the set of all sequences in $T_{temp}$;
3. else
   21. foreach $v_i \in N$ s.t. $\exists (v_i, v) \in E$ do
   22. $L_{cut} \cup$ TreePruning($v_i, T, k$);
   23. end
4. return $L_{cut}$

Theorem 5.4.1. Given a sequence dataset $D$ and an anonymity threshold $k > 1$, the dataset $D^*$ returned by Algorithm 3 satisfies the following conditions:

1. $D^*$ is a $k$-anonymous version of $D$,
2. $S(D^*, k/|D^*|) \subseteq S(D, k/|D|)$.

Proof. The proof is based on the fact that the TreeReconstruction function does not alter the structure of the pruned tree.

1. By construction, the pruning step in Algorithm 3 prunes all the subtrees with support less than $k$, then the prefix tree $T$ only contains $k$-frequent sequences. Nevertheless, the reconstruction step (see Algorithm 4) does not change the tree structure of $T$, it only increases the support of existing sequences which are already $k$-frequent in $D$. In conclusion, at the end of the second step of Algorithm 1 the sequential patterns which are represented in $T'$ are at least $k$-frequent in $D$.

2. At the end of the pruning step in Algorithm 3 all infrequent branches in $T$ are cut off. However, this could also imply that some $k$-frequent sequential patterns are pruned out, if they are only supported by multiple infrequent paths in the prefix tree $T$. Then, the prefix tree $T$ contains a subset of the $S(D, k)$. Moreover, as already stated, during the reconstruction step the tree structure of $T$ is unchanged, i.e., patterns represented in $T'$ were still represented in $T$ after the pruning step. Finally, the set of sequential patterns supported by $D^*$ is a subset of those supported by $D$. 
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Algorithm 4: TreeReconstruction($T$, $L_{cut}$)

Input: A prefix tree $T$, a list of sequences $L_{cut}$
Output: An anonymized reconstructed prefix tree $T'$

1. foreach distinct $S \in L_{cut}$ do
2.   $cand = \text{ClosestLCS}(S, T)$;
3.   $L = \text{the set of nodes in } T \text{ belonging to the first minimum prefix containing } cand$;
4.   if $L$ is not empty then
5.     foreach $v \in L$ do
6.       $v.\text{support} = v.\text{support} + \text{supp}_{L_{cut}}(S)$;
7.     end
8.   end
9. end
10. return $T$

Even if our approach does not ensure that $S(D^*, k/|D^*|) = S(D, k/|D|)$, we will show in Section 5.7 that the difference between the two sets is very small in practice. In particular, we will show that, generally speaking, the higher the density of the dataset, the higher the number of preserved sequential patterns. For this reason, we give a formal definition of density which is based on our prefix tree representation.

Definition 5.4.4 (Density of a sequence dataset). Given a sequence dataset $D = \{S_1, \ldots, S_N\}$, its density is the compression ratio introduced by the related prefix tree $T = (N, E, \text{Root}(T))$, and is defined as

$$\text{density}(D) = 1 - \frac{|N|}{\sum_{i=1}^{N} |S_i|}$$

where $|N|$ is the number of nodes in $T$, and $|S_i|$ is the length of sequence $S_i$.

When the compression introduced by the prefix tree is low (i.e., the dataset is sparse), some frequent subsequences tend to appear in different isolated and infrequent branches which are likely to be pruned during the pruning step of our algorithm. Moreover, during the reconstruction step, a significant portion of these branches are not recovered. On the other hand, in denser datasets, these situations are more unlikely to happen, since many sequences are represented by a small part of the prefix tree. Indeed, a significant portion of frequent patterns is preserved.

5.5 Example

We present now a simple example which shows how our approach works. We consider the dataset of sequences presented in Figure 5.1(a) and a minimum support threshold equal to 2. During the first phase of our method the algorithm builds the prefix tree depicted in Figure 5.2(a), which represents the sequences in a more compact way.

During the anonymization step, the prefix tree is modified by the TreePruning procedure with respect to the minimum support threshold. In particular, this procedure searches the tree for all the highest nodes in the tree hierarchy with support less than 2 and returns the two nodes $\langle 12, S, 1 \rangle$ and $\langle 13, D, 1 \rangle$. Next, it selects the paths that contain these nodes and which start from the root and reach each leaf belonging to the subtrees of these nodes. Then, it generates all the sequences represented by these paths and inserts them into the list $L_{cut}$, which now contains the sequences $(BKS, 1)$ and $(DEJF, 1)$.

Finally, the TreePruning procedure eliminates from the tree the subtrees induced by the infrequent nodes listed above and updates the support of the remaining nodes. The prefix tree obtained after the pruning step is shown in the Figure 5.2(b).

The infrequent sequences within $L_{cut}$ are then processed in this way: $(BKS, 1)$ increases the support of nodes $\langle 10, B, 2 \rangle$ and $\langle 11, K, 2 \rangle$, producing $(10, B, 3)$ and $(11, K, 3)$; $(DEJF, 1)$ increases the support of nodes $(1, A, 6), (7, D, 3), (8, E, 3)$ and $(9, F, 3)$. Therefore we obtain $(1, A, 7), (7, D, 4), (8, E, 4)$ and
5.6 Complexity Analysis

Now, we discuss the time complexity of the BF-P2kA algorithm. We use \( N \) to denote the number of sequences in \( \mathcal{D} \), and \( n \) to denote the sum of lengths of sequences in \( \mathcal{D} \), i.e., the size of \( \mathcal{D} \).

**Theorem 5.6.1.** The BF-P2kA algorithm anonymizes a sequence database \( \mathcal{D} \) in \( O(n^2) \) time.

**Proof.** First of all, we observe that both the PrefixTreeConstruction function and the last step, i.e., the generation of the anonymized sequences, require \( O(n) \) time. The time complexity of the anonymization step instead depends on the TreeReconstruction Algorithm that has to compute the LCS and the edit distance for each infrequent sequence. These two operations require \( O(n^2) \) time using dynamic programming. Clearly, the complexity of the whole algorithm depends on the anonymization step, thus we can conclude that the theorem holds.

Assuming that the average length of the sequences is significantly smaller than the number of sequences in \( \mathcal{D} \), we can assert that the overall complexity of our algorithm is \( O(N^2) \). Notice that, in most real-world applications, the compression introduced by the prefix tree is significant (see Section 5.7). In these cases, the complexity of our approach turns out to be subquadratic. Finally, another influencing factor is the \( k \) parameter, but it can only be estimated experimentally. In Section 5.7, we analyze the running time of our algorithm for increasing values of \( k \).

5.7 Experiments and results

In this section, we present some applications of our anonymization approach on several real-world datasets. The first group of experiments uses the process-log dataset and the web-log dataset. The second group is related to several datasets of sequences obtained by preprocessing a huge set of moving objects. Finally, we report on a clustering task applied to a small process-log dataset.

Since our main goal is to preserve sequential patterns as much as possible, we compare the collections of patterns extracted before and after the anonymization process. To measure the similarity between two collections of patterns, we use two metrics. The first one is the popular F-Measure which is computed as

\[
F = 2 \frac{\text{precision} \cdot \text{recall}}{\text{precision} + \text{recall}}
\]

where the precision is computed as the ratio of \( \sigma \)-frequent patterns in \( \mathcal{D}^{\ast} \) which are also \( \sigma \)-frequent in \( \mathcal{D} \), and the recall is computed as the portion of \( \sigma \)-frequent patterns in \( \mathcal{D} \) that are also \( \sigma \)-frequent in \( \mathcal{D}^{\ast} \). The second metric measures the pattern frequency similarity...
any formal upper bound for the privacy guarantees. Finally, in our work we want to preserve the sequential patterns extracted from the original dataset and the collection extracted from all the frequent patterns. We averaged the results on the 20 trials for each value of \( k \).

![Prefix Tree Construction](image1)
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Figure 5.2: Prefix tree processing

and is defined as:

\[
SupSim = \frac{1}{|\hat{S}(\sigma)|} \sum_{s \in \hat{S}(\sigma)} \min\{freq_{P}(s), freq_{P}(s)\} \frac{\max\{freq_{D}(s), freq_{D}(s)\}}{\max\{freq_{D}(s), freq_{D}(s)\}}
\]

where \( \hat{S}(\sigma) = S(D^*, \sigma) \cap S(D, \sigma) \). Both measures range between 0 and 1. When two collections of subsequences are identical, the two measures are both equal to 1. To extract the collections of sequential patterns, we used PREFIXSPAN \([116]\) in all our experiments. All the experiments were performed on a 2.0GHz Intel Core 2 Duo processor with 2GBytes RAM, running Windows.

### 5.7.1 Experiments on process-logs and web-logs

We worked on process log and web-log datasets described in Section 1.2.1 and called think3 and msnbc, respectively.

Due to PREFIXSPAN limitations, we preprocessed the think3 and msnbc in order to consider only sequences with at most 51 and 25 events respectively. We also removed all small sequences (less than 4 and 5 events respectively). To extract the collection of frequent patterns, we used a minimum support threshold of 1.5% for msnbc and 2.5% for think3, in order to make the pattern comparison task feasible. The compression rate introduced by the prefix tree is 96.7% for think3 and 58.0% for msnbc: this rate measures the level of density of each dataset.

Our experiments were conducted as follows: we first anonymized the three datasets using different values of \( k \). Since the output of our algorithm depends on the order in which sequences are processed, we launched BF-P2kA 20 times for each value of \( k \). Then, for each value of \( k \) we compared the collection of frequent patterns extracted from the original dataset and the collection extracted from all the \( k \)-anonymized dataset. We averaged the results on the 20 trials for each value of \( k \). For think3, we also compared our results with those obtained by applying the condensation-based anonymization approach presented in \([6]\). At the best of our knowledge, this is the only candidate competitor in this area. This approach differs from ours since it generates a synthetic dataset based on a probabilistic model. Moreover, authors do not provide any formal upper bound for the privacy guarantees. Finally, in our work we want to preserve the sequential...
pattern mining results while Aggarwal et al. are interested in preserving the behavior of the anonymous dataset in the context of classification applications.

The results are reported in Figure 5.3. The support similarity score is satisfactory in general, and even for high anonymization thresholds the values of SupSim are quite high. Concerning the F-Measure measure, for think3 it is quite high for any value of \( k \) (see Figure 5.3(a)). For msnbc the value of \( F \) (see Figure 5.3(b)) decrease slowly from a value of 0.63 (for \( k = 10 \)) down to 0.47 (for \( k = 500 \)). As expected, the condensation-based method is not able to preserve local sequential patterns: the values of \( F \) are always below 0.4, while \( SupSim \) is always around 0.60 (see Figure 5.3(c)). We also measured the percentage of
sequence that were lost after the anonymization process. For think3 the loss is limited to a minimum of 1% for \( k = 10 \), till a maximum of 5% for \( k = 100 \) (see Figure 5.3(e)). For msnbc the loss is higher but still reasonable: it increases logarithmically from a minimum of 5% for \( k = 10 \) to a maximum of 25% for \( k = 500 \) (see Figure 5.3(f)). Notice also that all the measures are quite stable: the processing order of sequences does not significantly influence the quality of the results.

To give an idea of the influence of the \( k \) parameter on time performances, Figure 5.4 shows the running time of our algorithm applied to msnbc dataset. The processing time decreases exponentially as the values of \( k \) increase and, in this particular case, it starts to be acceptable for \( k = 100 \), which is a reasonable value for this large dataset.

We also measured some basic statistics for assessing the distortion introduced by our anonymization algorithm. In particular, we computed the distribution of sequence lengths before and after anonymization, and the frequency of each single item (in terms of item count divided by the total number of items in the datasets). The results are depicted in Figure 5.5. For think3, the distortion is always very low, for both \( k = 50 \) and \( k = 100 \). By comparing these statistics with those obtained by processing the same dataset using the condensation-based method, we notice that the length distortion introduced by this method is quite similar to the one induced by our algorithm (see Figure 5.5(c)). The item frequency distortion however is sensibly higher (see Figure 5.5(d)) for some items. In the case of msnbc, due to its sparseness, several long (and infrequent) sequences are transformed into shorter ones (see Figure 5.5(e)). However the trend of the distribution is maintained. Finally, the item frequency distortion is acceptable in general (see Figure 5.5(f)).

We do not report error bars here because the results were extremely stable (the standard deviation was always below \( 10^{-4} \)).

### 5.7.2 Experiments on moving objects

Here, we present an application to a moving object dataset. Object trajectories are first transformed into sequences of crossed locations, and then processed with our anonymization approach.

| Density | Regions | \(|D|\) | Length | Compr. |
|---------|---------|--------|--------|--------|
| 0.010   | 113     | 82341  | 8.327  | 60.4%  |
| 0.035   | 31      | 28663  | 9.152  | 86.3%  |
| 0.038   | 16      | 23744  | 6.239  | 93.8%  |

Table 5.1: Statistics for different density threshold

We explain now the procedure used to obtain the input datasets. We used the Milan trajectory data described in Section 1.2.1.

Each trajectory is a sequence of pairs of coordinates \( x \) and \( y \) with relative timestamps. To perform our experiments, we preprocessed these data using the definition of Regions of Interest (RoI’s) given in [69],
where the authors discretize the working space through a regular grid with cells of small size. Then the density of each cell is computed by considering each single trajectory and increasing the density of all the cells that contain any of its points. Finally a set of RoI’s is extracted by means of a simple heuristics using a density threshold.

As a result, a set of RoI’s provides a coverage of dense cells through different sized, disjoint, rectangular regions with some form of local maximality. Once the set of RoI’s has been extracted, we preprocess all the input trajectories translating each one from a sequence of points to a sequence of RoI’s. The order of visit is maintained by means of timestamps. An example of this simple procedure of translation is shown
in Figure 5.6 — on the left we can see all the trajectories and a set of RoI’s extracted; on the right we show a trajectory and we highlight which RoI’s it crosses. This new dataset represents the input dataset for the anonymization algorithm.

The datasets used in our experiments are built using all the trajectories in the dataset described above with different density thresholds. These values have been chosen in order to obtain an adequate number of RoI’s, since low density values correspond to few big regions, and higher values produce few small regions. In this way, we obtain different sets of RoI’s meaning different sets of items in the input sequences. Tab. 5.1 summarizes the datasets used in our experiments (together with the compression introduced by the prefix tree). Note that the number of trajectories is different among the datasets because trajectories that do not cross any region are dropped.

Our experiments were conducted as follows: we first anonymized the three datasets using values of $k$ between 10 and 500. Then, for each value of $k$ we compared the collection of frequent patterns extracted from the original dataset and the collection extracted from the $k$-anonymized dataset using different support thresholds. The support thresholds chosen are such that the number of patterns is significant for our comparison purposes, and the one-to-one comparison is feasible in a reasonable amount of time, given our computational resources.

In Figure 5.7 and Figure 5.8 we report the results of our experiments. As expected, the denser the datasets, the better the results. However, for high support thresholds and relatively low values of $k$ (say, less than 100), our algorithm performs well with all the datasets, both in terms of F-Measure and support similarity. For higher values of $k$, we have a low accuracy and a good support approximation in the first dataset (Figure 5.7(a) and 5.7(b)), a good accuracy and a low support approximation in the second dataset (Figure 5.7(c) and 5.7(d)), and a very good accuracy and support approximation in the third one (Figure 5.7(e) and 5.7(f)). Notice that, even for high support thresholds, the number of extracted patterns is still significant for our evaluation. Finally, the number of lost sequences (see Figure 5.8) is quite low for the first two datasets (less than 10% and 20% respectively for any value of $k$), and it is still reasonable for the last dataset when $k < 100$. 

![Figure 5.6: Trajectories and regions.](image-url)
5.7. EXPERIMENTS AND RESULTS

5.7.3 Clustering results

So far, we have discussed the impact of our \( k \)-anonymization approach on the collections of local patterns. Although the main goal of the BF-P2kA algorithm is to preserve the collection of extracted sequential patterns, we also investigated its impact on clustering results. For this task, we used the HAC algorithm [107], which is a hierarchical agglomerative approach using edit distance (see Definition 5.4.2). In particular, we use a variant which stops the aggregation process when a desired number of clusters is obtained. We apply

Figure 5.7: Values of F-Measure and SupSim for different location datasets
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Figure 5.8: Lost sequences on Milan traffic data

this algorithm to a data sample related to the ProM tutorial\footnote{http://www.processmining.org} (a process mining toolkit), containing 2104 logs from a technical assistance chain process of a phone company.

In Figure 5.9 we report the (normalized) distance matrices, sorted by cluster labels, for the original dataset and for \( k=50 \) and \( k=100 \) (for this experiment we processed sequences in their original order). Notice that, after the anonymization process, the order of the data instances is not strictly preserved. For this reasons, some blocks in the matrix are shifted. Nevertheless, the clustering structure does not change significantly. For \( k=50 \), the two distance matrices are similar, while, for \( k=100 \), the distances within a same cluster are smoothed, but the clustering structure is preserved. In fact, the separation of clusters becomes sharper after anonymization: this is a natural consequence of our approach, which hides the infrequent subsequences. From the clustering point of view, this turns out to be a kind of outlier removal or smoothing step. In addition, we measured the cluster validity via correlation before and after the anonymization. Therefore, we computed the “incidence matrix” which has one row and one column for each data point and where an entry is 1 if the associated pair of points belongs to the same cluster while is 0 if the associated pair of points belongs to different clusters. Then, we computed the correlation between the two matrices: incidence matrix and distance matrix. We obtained that for the clustering before the anonymization the correlation is equal to \(-0.698498\) while after the anonymization for \( k=50 \) and \( k=100 \) the correlation is \(-0.738423\) and \(-0.639059\), respectively. These values confirm that the clustering structure is preserved.

As a future work, it is worth investigating the aspects of clustering in a \( k \)-anonymization framework more accurately.

5.8 Summary

In this chapter we have introduced a new definition of \( k \)-anonymity for personal sequential data which provides an effective privacy protection model, and presented a method that transforms sequential datasets into a \( k \)-anonymous form, while preserving the utility of data with reference to a variety of analytical properties. Through a wide set of experiments with various real-life sequential data sets, we have demonstrated that the proposed technique substantially preserves sequential pattern mining results both in terms of number of extracted patterns and their support; results are extremely interesting in the case of dense datasets. Although we have developed our method with the main goal of preserving pattern mining, we have also found evidence that various analytical properties of the original data are preserved, including the distribution of sequence lengths and the frequency of individual elements, as well as the original clustering structure.

Our proposed solution compares favorably with other first-cut possibilities. Among those, we mention the possibility of publishing directly the sequential patterns that are found to be frequent w.r.t. to the anonymity threshold \( k \); this option is weak for two reasons: first, only patterns (and associated support) are published, not real data, and second, mining at very low support thresholds generally yields an output of un-
manageable size, as we verified experimentally on our data sets, even for rather large values of $k$. Another option would be to try and construct a new data set that admits the desired collection of frequent patterns as a result, an operation known as inverse mining [102] that is very similar to the idea of synthetic data generation in statistical disclosure control. However, the inverse mining is shown to be a high complexity task already in the case of itemset mining, therefore this option is even more unpractical than the previous. Our method, instead, has a quadratic worst-case complexity (in the size of the database), which is often over-pessimistic in many practical cases with dense datasets.

Figure 5.9: Clustering results on ProM dataset (3 clusters)
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Movement Data Anonymity through Generalization

In the last few years, spatio-temporal and moving objects databases have gained considerable interest, due to the increasingly widespread use of location-aware devices, such as PDAs, cell phones with GPS technology, and RFID devices, which enable a huge number of traces left by moving objects to be collected. Clearly, in this context privacy is a concern: location data enable inferences which may help an attacker to discover personal and sensitive information such as the habits and preferences of individuals. Hiding car identifiers by simply replacing them with pseudonyms, as shown in [125] and in Chapter 1 with the example of the de-identified GPS trajectory in Milan (Figure 1.3), is insufficient to guarantee anonymity, since the location could still lead to the identification of the individual. Sensitive information about individuals can be uncovered with the use of visual analytical methods [17]. Therefore, in all cases when privacy concerns are relevant, some transformation must be applied to original movement data. The data must be anonymized, i.e., transformed in such a way that sensitive private information can no longer be retrieved.

In this chapter we present a method for the anonymization of movement data by combining the notions of spatial generalization and $k$-anonymity. The main idea is to hide locations by means of generalization, to be more specific by replacing exact positions in the trajectories with approximate positions, i.e. points by centroids of areas. The main steps involved in the proposed methods are: (i) to construct a suitable tessellation of the geographical area into sub-areas that depends on the input trajectory dataset; (ii) to apply a spatial generalization of the original trajectories; (iii) to transform the dataset of generalized trajectories to ensure that it satisfies the notion of $k$-anonymity.

In the literature, most anonymization approaches proposed in a spatio-temporal context are based on randomization techniques, space translations of points, and the suppression of various portions of a trajectory. To the best of our knowledge only [143] and [110] use spatial generalization to achieve anonymity for trajectory datasets. However, in [143] the authors used a fixed grid hierarchy to discretize the spatial dimension; in contrast, the novelty of our approach lies in finding a suitable tessellation of the geographical area into sub-areas dependent on the input trajectory dataset. Instead, in [110] after the generalization the authors apply a step of randomization to guarantee the anonymity while in our approach no randomization strategy is used. The concept of spatial generalization has also been used in studies on privacy in location-based services [72] [103] [104], where the goal is the on-line anonymization of individual location-based queries. Our aim, on the other hand, is privacy-preserving data publishing, which requires the anonymization of each entire trajectory.

In this chapter, we make the following contributions:

- We formally define an adversary’s model of attack by clarifying the exact background knowledge that the adversary may possess. We also give a formal statement of the problem studied. Our anonymous dataset is based on the notion of $k$-anonymity.
- We develop an anonymization algorithm based on spatial generalization and $k$-anonymity. In order to guarantee $k$-anonymity, we propose two strategies for the anonymization step called KAM-CUT.
and KAM-REC.

- We conduct a formal analysis based on our attack model and prove that our approaches guarantee that the probability of re-identification can always be controlled to below the threshold chosen by the data owner, by setting the threshold $k$.

- We conduct a detailed analysis of our approach using a real data set. The dataset consists of a set of 5707 trajectories of GPS tracked cars moving in the area of Milan. Our results show that we obtain anonymous trajectories with a good analytical utility. We show how the results of the clustering analysis are preserved by analyzing the quality of the clusters both using a visual analysis and analytical measurements.

The rest of the chapter is organized as follows. In Section 6.1 some background information and some notions on the clustering analysis are given. Section 6.2 introduces the attack model and the background knowledge of the adversary. Section 6.4 states the problem. In Section 6.5 we describe our anonymization method. In Section 6.6 we present the privacy analysis. The experimental results of the application of our methods on the real-world moving object dataset are presented and discussed in Section 6.7. Finally, Section 6.8 provides a brief summary.

The contents of this chapter are published in [15], [16] and [106].

### 6.1 Preliminaries

A moving object dataset is a collection of spatio-temporal sequences $\mathcal{D} = \{T_1, T_2, \ldots, T_N\}$; each element $T_i \in \mathcal{D}$ is a sequence of spatial points with a timestamp element which we call trajectory in the remaining part of the chapter. In the following we introduce the formal definition of trajectory and sub-trajectory.

**Definition 6.1.1 (Trajectory).** A Trajectory or spatio-temporal sequence is a sequence of triples $T = \langle x_1, y_1, t_1 \rangle, \ldots, \langle x_n, y_n, t_n \rangle$, where $t_i \ (i = 1 \ldots n)$ denotes a timestamp such that $\forall 1 \leq i \leq n \ t_i < t_{i+1}$ and $(x_i, y_i)$ are points in $\mathbb{R}^2$.

Intuitively, each triple $\langle x_i, y_i, t_i \rangle$ indicates that the object is in the position $(x_i, y_i)$ at time $t_i$.

**Definition 6.1.2 (Sub-Trajectory).** Let $T = \langle x_1, y_1, t_1 \rangle, \ldots, \langle x_n, y_n, t_n \rangle$ be a trajectory. A trajectory $S = \langle x_1', y_1', t_1' \rangle, \ldots, \langle x_m', y_m', t_m' \rangle$ is a sub-trajectory of $T$ or is contained in $T$ ($S \subseteq T$) if there exist integers $1 \leq i_1 < \ldots < i_m \leq n$ such that $\forall 1 \leq j \leq m \ x_j, y_j, t_j = \langle x_{i_j}, y_{i_j}, t_{i_j} \rangle$.

We refer to the number of trajectories in $\mathcal{D}$ containing a sub-trajectory $S$ as support of $S$ and denote it by $\text{supp}_\mathcal{D}(S)$, more formally $\text{supp}_\mathcal{D}(S) = |\{T \in \mathcal{D} | S \subseteq T\}|$.

### 6.2 Privacy Model

Let $\mathcal{D}$ denote the original dataset of moving objects. The dataset owner applies an anonymization function to transform $\mathcal{D}$ into $\mathcal{D}'$, the anonymized dataset.

Our anonymization schemes are based on: (a) generating a partition in areas of the territory covered by the trajectories; (b) applying a function for the spatial generalization to all the trajectories in order to transform them into sequences of spatial points that are centroids of specific areas; (c) transforming the generalized trajectories to guarantee privacy.

We use $g$ to denote the function that applies the spatial generalization to a trajectory. Given a trajectory $T \in \mathcal{D}$, this function generates the generalized trajectory $g(T)$, i.e. the centroid sequence of areas crossed by $T$.

**Definition 6.2.1 (Generalized Trajectory).** Let $T = \langle x_1, y_1, t_1 \rangle, \ldots, \langle x_n, y_n, t_n \rangle$ be a trajectory. A generalized version of $T$ is a sequence of pairs $T_g = \langle x_{c_1}, y_{c_1} \rangle, \ldots, \langle x_{c_m}, y_{c_m} \rangle$ with $m \leq n$ where each $x_{c_i}, y_{c_i}$ is the centroid of an area crossed by $T$.  

Note that, the function $g(\cdot)$ drops the time component from the trajectory that becomes a sequence of generalized spatial points (centroids), where the order of the points in the sequence corresponds to the temporal order in which the points are visited: the point in position $i$ is visited before the point in position $i+1$.

**Definition 6.2.2 (Generalized Sub-Trajectory).** Let $T_g = \langle x_1, y_1 \rangle, \ldots, \langle x_n, y_n \rangle$ be a generalized trajectory. A generalized trajectory $S_g = \langle x'_1, y'_1 \rangle, \ldots, \langle x'_m, y'_m \rangle$ is a generalized sub-trajectory of $T_g$ if it is contained in $T_g$ if there exist integers $1 \leq i_1 < \ldots < i_m < n$ such that $\forall 1 \leq j \leq m \langle x'_j, y'_j \rangle = \langle x_{i_j}, y_{i_j} \rangle$.

We refer to the number of generalized trajectories in a dataset $D^g$ containing a sub-trajectory $S_g$ as support of $S_g$ and denote it by $supp_{D^g}(S_g)$, where $supp_{D^g}(S_g) = |\{T_g \in D^g | S_g \preceq T_g\}|$.

### 6.2.1 Adversary Knowledge and Attack Model

An intruder (attacker) who gains access to $D^*$ by some background knowledge may conduct attacks that allow him/her to make inferences on the dataset. An attacker may know a sub-trajectory of the trajectory of some specific person, and could use this information to retrieve the complete trajectory of the same person in the released dataset. Thus, we assume the following adversary knowledge.

**Definition 6.2.3 (Adversary Knowledge).** The attacker has access to the anonymized dataset $D^*$ and knows: (a) the details of the scheme used to anonymize the data, (b) the fact that a given user $U$ is in the dataset $D$ and (c) a sub-trajectory $S$ relative to $U$.

The ability to link the published data to external information, which enables various respondents associated with the data to be re-identified is known as a linking attack model. In privacy-preserving data publishing techniques, such as $k$-anonymity, the goal is to protect personal sensitive data against this kind of attack by suppression or generalization of quasi-identifier attributes.

The movement data have a sequential nature and are a particular case of sequence data discussed in Chapter 5. As already discussed in the previous chapters of this part of the thesis, in the case of data with sequential nature without any kind of additional semantic information on the data it is hard to make a clear distinction between quasi-identifiers (QI) and private information (PI). Thus, as in the case of general sequence data, in the case of spatio-temporal data a sub-trajectory can play both the role of QI and PI. In a linking attack conducted by a sub-trajectory known by the attacker the entire trajectory is the PI that is disclosed after the re-identification of the respondent, while the sub-trajectory serves as QI.

Here, we consider the following attack:

**Definition 6.2.4 (Attack Model).** Given the anonymized dataset $D^*$ and a sub-trajectory $S$ relative to a user $U$, the attacker: (i) generates the partition of the territory starting from the trajectories in $D^*$; (ii) computes $g(S)$ generating the sequence of centroids of the areas containing the points of $S$; (iii) constructs a set of candidate trajectories in $D^*$ containing the generalized sub-trajectory $g(S)$ and tries to identify the whole trajectory relative to $U$.

The probability of identifying the whole trajectory by a sub-trajectory $S$ is denoted by $prob(S)$.
reduces the probability of a successful attack. We will therefore consider the first type of trajectories as 
{
\textit{harmful} in terms of privacy, and the second as \textit{non-harmful}. In the following we give the definition of

a \k-harmful trajectory, similar to the notion of \k-harmful sequence (Definition 5.2.1) but adapted to the

particular problem setting.

\textbf{Definition 6.2.5.} Given a moving object dataset \gD and a trajectory \gT \in \gD we denote by \prob_{\gD}(\gT) the set of

all the trajectories \gT' \in \gD such that \prob(\gT) \leq \prob(\gT').

\textbf{Definition 6.2.6.} Given a moving object dataset \gD and an anonymity threshold \k > 1, a trajectory \gT is

\k-harmful in \gD iff \prob(\gT) < \prob_{\gD}(\gT) < \k.

The above notion allows us to define a \k-anonymous version of a moving object dataset \gD, parametric w.r.t. an anonymity threshold \k > 1.

\textbf{Definition 6.2.7.} Given an anonymity threshold \k > 1, a moving object dataset \gD and a generalized moving object dataset \gD^*, we can say that \gD^* is a \k-anonymous version of \gD iff for each \k-harmful trajectory \gT \in \gD either \supp_{\gD^*}(\gT) = 0 or \supp_{\gD^*}(\gT) \geq \k, where \gT is the spatial generalization of \gT.

The parameter \k is the minimal acceptable cardinality of a set of indistinguishable generalized trajectories, which is considered as sufficient protection of anonymity in the given situation. Note that, the Definition 6.2.7 does not apply any constraints to non-harmful trajectories in the original dataset: these may have any support value in the anonymous version. The following theorem proves that in the \k-anonymous version of a dataset the probability of re-identification has an upper bound of \frac{1}{k}.

\textbf{Theorem 6.2.1.} Given a \k-anonymous version \gD^* of a moving object dataset \gD, we have that, for any QI trajectory \gT, \prob(\gT) \leq \frac{1}{k}.

\textit{Proof.} Two cases arise.

\textbf{Case 1:} if \gT is a \k-harmful trajectory in \gD, then, by Def. 5.2.4 either \supp_{\gD^*}(\gT) = 0, which implies \prob(\gT) = 0, or \supp_{\gD^*}(\gT) \geq \k, which implies \prob(\gT) = \frac{1}{\supp_{\gD^*}(\gT)} \leq \frac{1}{k}.

\textbf{Case 2:} if \gT is not a \k-harmful trajectory in \gD, then, by Def. 6.2.6 we have \prob_{\gD}(\gT) = M \geq \k and by Def. 6.2.7 \gT can have an arbitrary support in \gD^*. If \supp_{\gD^*}(\gT) = 0 or \supp_{\gD^*}(\gT) \geq \k, then the same reasoning as Case 1 applies. If 0 < \supp_{\gD^*}(\gT) < \k, then the probability of success of the linking attack via \gT to person \gU is the probability that \gU is present in \gD^* times the probability of picking \gU in \gD^*, i.e.,

\[\prob(\gT) = \frac{\supp_{\gD^*}(\gT)}{M} \times \frac{1}{\supp_{\gD^*}(\gT)} = \frac{1}{M} \leq \frac{1}{k}\]

where the final inequality is justified by the fact that \gU is present in \gD by the assumption of the linking attack, and by the fact that \gU ≥ \k due to the hypothesis that \gT is not \k-harmful in \gD. This concludes the proof.

The above theorem provides a formal mechanism for quantifying the probability of success of a successful attack defined in Definition 6.2.4. Note that, given a dataset \gD, this may have many possible \k-anonymous versions, corresponding to different ways of dealing with the \k-harmful trajectories. However, from a statistics/data mining point of view, we are only interested in the \k-anonymous versions that preserve various interesting analytical properties of the original dataset.

\section{6.3 Clustering Analysis}

Clustering analysis is one of the general approaches to exploring and analyzing large amounts of data. Here we consider the problem of clustering a large dataset of trajectories. The aim of a clustering method is to partition a set of trajectories into smaller groups, where each group (or cluster) contains objects that
are more similar to each other than to objects in other clusters. The methods to determine this partition may use different strategies \[84\]. An exploration of the clustering search space is driven by the concept of “similarity”. When dealing with complex objects, such as trajectories, the approaches to clustering can be summarized into two main groups: (i) distance-based clustering, where the concept of “similarity” is encapsulated within the definition of a distance function, and (ii) methods tailored for the specific domain \[65, 92, 14\]. Following strategy (i), the problem of clustering a set of trajectories can be reduced to selecting a particular clustering method and defining a similarity function for the specific domains. In this work we focus on the application of a density-based clustering algorithm for trajectories, namely OPTICS \[19\] and a specific distance function, i.e., “Route Similarity” \[17\]. The density-based clustering methods have been successfully applied for the clustering of trajectories \[108\], since they are very robust to noisy data and do not make any assumption on the number of clusters and their shape (i.e., they are not limited to the discovery of convex shaped clusters).

The OPTICS algorithm uses a density threshold around each object to identify interesting data items (i.e., the trajectories that form a cluster) from the noise. The density threshold for a trajectory \(T\) is expressed by means of two parameters: a distance threshold \(\text{MaxDistance}\) from \(T\), defining the maximum neighborhood extension, and a population threshold \(\text{MinNeighbors}\), defining the minimum number of items within the neighborhood. The roles of these two parameters are as follows: (1) if an object has at least \(\text{MinNeighbors}\) objects lying within the distance \(\text{MaxDistance}\), this is a core object of a cluster; (2) if an object lies within the distance \(\text{MaxDistance}\) from a core object of a cluster, it also belongs to this cluster; the other objects are marked as noise. The algorithm then identifies all the core trajectories and groups them together into clusters. For each trajectory \(T\), the algorithm checks if \(T\) is a core trajectory. If it is a core trajectory, a new cluster is initiated from this first element and it is enlarged by checking the core condition for all its neighbors. The enlargement of the cluster continues until all the neighbors of the cluster are noise objects, i.e., the cluster is separated from the other elements in the dataset by the noise. The algorithm then visits the next unvisited object of \(D\), if there is one.

During the visit, each trajectory is only tested for the core condition once. The outcome of the tests for all the trajectories is summarized in a reachability plot: the objects are ordered according to the visiting order and, for each item in the plot, the reachability distance is specified. Intuitively, the reachability distance of a trajectory \(T\) corresponds to the minimum distance of \(T\) from any other trajectory in its cluster. If \(T\) is a noise object, its distance is set by default to \(\infty\). As a consequence, a high mean value of the reachability distance in a cluster denotes a sparse set of objects, while a low value is associated with very dense clusters.

### 6.4 Problem Statement

We will now tackle the problem of constructing a \(k\)-anonymous version of a movement dataset \(D\). The proposed approaches are based on two main steps: (i) applying a spatial generalization of the trajectories in \(D\), and (ii) checking the \(k\)-anonymity property on the generalized dataset and transforming the data when this property is not satisfied. Our approaches guarantee the privacy requirements and also preserve the clustering analysis.

**Definition 6.4.1 (Problem Definition).** Given a moving object dataset \(D\), and an anonymity threshold \(k > 1\), find a \(k\)-anonymous version \(D^*\) of \(D\) such that clustering results are preserved in \(D^*\).

In Section 6.7 we assess the preservation of the clustering results after the anonymization by using both analytical and visual comparisons.

### 6.5 Anonymization Approaches

In this section we will present our approach, which enables us to anonymize a dataset of moving objects \(D\), by combining spatial generalization of trajectories and \(k\)-anonymization. The details of the two main steps (see Algorithm 1) are described below. Note that we propose two different strategies for the \(k\)-anonymization step.
Algorithm 5: PPSG($D$, $k$, $r$, $p$)

Input: A moving object database $D$, an integer $k$, the radius $r$, a percentage $p$
Output: A $k$-anonymous version $D^*$ of the database $D$

// Step I: Trajectory Generalization
< $D^G$, $V$, $C$ > = SpatialGeneralization($D$, $r$);
// Apply progressive generalization to the Voronoi tessellation (see Algorithm 7)
< $D^G$, $V^*$, $C^*$ > = ProgressiveGeneralization($D^G$, $V$, $C$, $k$);
// Step II: Trajectory $k$-Anonymization
$D^* = k$-Anonymization($D^G$, $k$, $p$);
return $D^*$

6.5.1 Trajectory Generalization

The generalization method (see Algorithm 6) extracts characteristic points from the trajectories, groups them into spatial clusters, and uses the centroids of the clusters as generating points for Voronoi tessellation of the geographical area. Each trajectory is then transformed into a sequence of visits of the resulting Voronoi cells. The generalized version of the trajectory is built from the centroids of the visited cells. The degree of generalization depends on the sizes of the cells which, in turn, depend on the spatial extents of the point clusters. The desired spatial extent (radius) is a parameter of the method.

Algorithm 6: SpatialGeneralization($D$, $r$)

Input: A moving object database $D$, the radius $r$
Output: A generalized moving object database $D^G$, set of Voronoi cells $V$, set of their centroids $C$

// Extract P - the set of characteristic points from $D$
$P = CharacteristicPoints(D)$;
// Group the points of $P$ in spatial clusters with desired radius $r$
$S = SpatialClusters(P, r)$;
// Compute the centroids of the spatial clusters
$C = Centroids(S)$;
// Generate Voronoi cells around the centroids
$V = VoronoiTessellation(C)$;
// Generalize the trajectories
$D^G = GeneralizedTrj(D, V, C)$;
return $D^G, V, C$

The algorithms for extracting characteristic points from trajectories, the spatial clustering of the points and the division of the territory are described in [18]. The use of the resulting division for producing generalized trajectories is straightforward.

A special note should be made concerning the time stamps of the positions in the generalized trajectories. The generalization method associates each position with a time interval $[t_1, t_2]$, where $t_1$ is the moment of entering and $t_2$ is the moment of exiting the respective area. This can be considered as a temporal generalization. However, the current version of the anonymization algorithm ignores the temporal component of the data.

Figure 6.1 outlines the generalization process. We used a small sample consisting of 54 trajectories of cars (Figure 6.1A). Figure 6.1B demonstrates one of the trajectories with its characteristic points, which include the start and end points, the points of significant turns, the points of significant stops, and representative points from long straight segments. The extraction of the characteristic points is controlled by the user-specified thresholds: minimum angle of a turn, minimum duration of a stop, and maximum distance between two extracted points. In the example given, we used the values $45^\circ$, 5 minutes, and 3500 meters. Figure 6.1C shows the characteristic points extracted from all trajectories of the sample. The points are shown by circles with 30% opacity, so that the concentrations of points are visible. The points were grouped into spatial clusters with the desired radius 3500m (we use a large value to have a clearer picture
for the figure). The rhombus-shaped symbols mark the centroids of the clusters. Figure 6.1D shows the results of using the centroids for the Voronoi tessellation of the territory. The generalized trajectories generated on the basis of this tessellation are presented in Figure 6.1E. The trajectories are drawn on the map with 10% opacity. The shapes of most of the trajectories coincide exactly; therefore, they appear just as a single line on the map. Figure 6.1F provides an insight into the number of coinciding trajectories. For each pair of neighboring areas, there is a pair of directed lines, called flow symbols. The thickness of a symbol is proportional to the number of trajectories going in the direction indicated by the arrow pointer. In this figure, the maximum thickness corresponds to 32 trajectories.

Figure 6.1: Illustration of the process of trajectories generalization. A) Subset of trajectories. B) One of the trajectories and the characteristic points extracted from it. C) Characteristic points extracted from all trajectories (represented by circles) and the centroids of the spatial clusters of the points (represented by rhombuses). D) Voronoi tessellation of the territory. E) Generalized trajectories. F) A summarized representation of the trajectories. The thickness of each flow symbol (directed line) is proportional to the number of trajectories going between the respective pair of areas in the indicated direction.

Spatial Density of Trajectories

The density of trajectories is not the same throughout the territory as depicted in Figure 6.2. On the left, car trajectories are shown with 10% opacity. It can be seen that the density on the ring roads around the city and on the major radial streets is much higher than in the other places. On the right, the differences in the densities are represented by shading various compartments. The number of trajectories passing an area varies from 1 to 386.

The areas with a low density of trajectories (less than $k$) are not very suitable for the purposes of anonymization, because the probability of identifying the trajectories passing these areas will be more than $\frac{1}{k}$. These trajectories will need to be removed in the second step of Algorithm 5 which increases the loss of information. However, it is possible to handle the areas with a low density of trajectories at the generalization stage. The idea is to increase the sizes of the areas in the low density regions so as to increase the number of trajectories passing these areas. This means that the level of spatial generalization should vary depending on the density of the trajectories. The distortion of the trajectories will be higher in sparse regions than in dense regions; however, fewer trajectories will need to be removed from the dataset to ensure $k$-anonymity.

Furthermore, not only is the number of trajectories passing each area important but also the connections between areas. Thus, if there are less than $k$ trajectories going from $A$ to $B$, the risk of their identification will exceed $\frac{1}{k}$, although each of the areas $A$ and $B$ may be passed by more than $k$ trajectories.

Progressive Generalization

In this section we describe how to adapt the generalization method in order to consider the spatial density of the trajectories and the anonymity threshold $k$. 
Figure 6.2: (a) A subset of car trajectories made in Milan in the morning of a working day. The lines are drawn with 10% opacity. (b) The tessellation of the territory based on spatial clusters of characteristic points with approximate radius 500m. The shading of the areas shows the variation of the density of the trajectories over the territory.

At the generalization stage, it is hard to account for the connections of all possible pairs of places whereas connections between neighboring places are an effective way to adapt the generalization level to the data density. In particular, if $A$ and $B$ are neighboring areas and there are less than $k$ (but more than 0) trajectories going from $A$ to $B$ or from $B$ to $A$, these areas should be joined into a single area. This will hide the sensitive segments of the trajectories.

However, directly joining the irregularly shaped areas may produce non-convex shapes, which are computationally costly and inconvenient to use. Therefore, we apply another approach. Let $a$ and $b$ be two areas that need to be joined, $C$ is the set of centroids of all areas, $c_a \in C$ is the centroid of $a$ and $c_b \in C$ is the centroid of $b$. We extract all trajectory points contained in $a$ and in $b$, and compute $c_{a+b}$ as the centroid or medoid of these points (using the centroid distorts the data more than using the medoid). Then, we remove $c_a$ and $c_b$ from $C$ and put $c_{a+b}$ instead. The modified set $C$ is used to generate a new Voronoi tessellation.

The whole algorithm, called Progressive Generalization, can be described as in Algorithm 7.

Formally, Algorithm 7 terminates in one of the following two cases: either there are no neighboring areas connected by less than $k$ trajectories or less than two areas remain. However, achieving one of these termination conditions, especially the second one, may not be desirable because increasing the generalization level decreases the quality of the resulting generalized trajectories. Andrienko and Andrienko in [18] introduce numeric measures of the generalization quality derived from the displacements of trajectory points, i.e. the distances from the original points to their representatives in the generalized trajectories, which are the centroids of the areas. There are local and global quality measurements. The former are the average and maximum displacements in an area and the latter are the sum, average, and maximum of the displacements over the whole territory. It is obvious that increasing the sizes of the areas increases the displacements of the trajectory points. A very high level of generalization can make the data unsuitable for analysis. Therefore, it may be reasonable to stop the generalization process before reaching the formal termination conditions.

The numeric measures of the generalization quality allow us to modify Algorithm 7 in a way that the quality of the resulting generalized trajectories can be controlled by the user. For this purpose, we introduce an additional parameter for the minimum acceptable quality, denoted $\text{MaxDisplacement}$. Let us assume that a pair of areas $(a, b)$ is chosen for joining in Algorithm 7 (see line 5). Before performing the joining, it is possible to compute the expected displacement in the resulting area $a+b$. First, the centroid of this area $c_{a+b}$ is computed. Next, the expected local displacement is derived from the distances of the trajectory points contained in areas $a$ and $b$ to the point $c_{a+b}$. The areas $a$ and $b$ are joined only if the expected value of the local displacement in $a+b$ is not higher than $\text{MaxDisplacement}$. Hence, we modify Algorithm 7 in the following way: when a candidate pair of areas is selected for joining (line 5 of Algorithm 7), the expected displacement in the area resulting from their joining is computed. If the expected displacement exceeds $\text{MaxDisplacement}$, the pair is removed.
Algorithm 7: ProgressiveGeneralization\(\mathcal{D}^G, V, C, k\)

**Input:** A generalized moving object database \(\mathcal{D}^G\), set of Voronoi cells \(V\), set of their centroids \(C\), integer \(k\)

**Output:** modified set of Voronoi cells \(V^*\), set of their centroids \(C^*\)

1. **foreach** pair of neighboring cells from \(V\) **do**
2. \hspace{0.5cm} Count the number of trajectories going between them in each of the two directions;
3. \hspace{0.5cm} Take the minimum of the two counts if both are positive or the maximum otherwise;
4. **end**
5. Create a set \(P\) including all pairs of areas such that the count of the connecting trajectories is positive but less than \(k\);
6. **if** \(P == \emptyset\) **then**
7. \hspace{0.5cm} \(V^* = V\);
8. \hspace{0.5cm} \(C^* = C\);
9. \hspace{0.5cm} go to line 23;
10. **else**
11. \hspace{0.5cm} Sort the set \(P\) in the order of increasing count;
12. \hspace{0.5cm} **while** \(P \neq \emptyset\) **do**
13. \hspace{1cm} Take the first pair \((a, b)\) from \(P\);
14. \hspace{1cm} Remove all other pairs including \(a\) or \(b\) from \(P\);
15. \hspace{1cm} Generate \(C^*\) computing \(c_{a+b}\) and replacing \(c_a\) and \(c_b\) in \(C\) by \(c_{a+b}\);
16. **end**
17. Generate a new set of Voronoi cells \(V^*\) using the points from \(C^*\);
18. **if** \(V^*\) contains more than 2 areas **then**
19. \hspace{0.5cm} \(V = V^*\);
20. \hspace{0.5cm} \(C = C^*\);
21. \hspace{0.5cm} go to line 1;
22. **else**
23. \hspace{1cm} /// Generalize the trajectories using the modified tessellation
24. \hspace{1cm} \(\mathcal{D}^{G'} = GeneralizedTrj(\mathcal{D}^G, V^*, C^*)\);
25. **end**
26. **end**

Another possibility is to do progressive generalization in an interactive way. This may be preferable when the user has difficulty in choosing an appropriate value for the parameter \(MaxDisplacement\). We have implemented an interactive version of the algorithm that allows the user to see the result of each iteration step on a map and to stop the process when the visible distortion becomes too high. In this case, the most recent result is discarded, and the previous result is taken as final.

The result of each step in the progressive generalization is shown to the user using flow symbols (Figure 6.1F). As an example, we applied the progressive generalization to the set of approximately 6000 car trajectories in the Milan area - see Figure 6.2(a). We used Algorithm 2 to produce the initial tessellation with the desired cell radius 500 m, as shown in Figure 6.2(b). Then we applied Algorithm 3 with \(k = 5\). Figures 6.3(a) & 6.3(b) present the outcomes of 11 and 12 iteration steps, respectively.

Figures 6.3(a) & 6.3(b) demonstrate that the progressive generalization method tends to preserve the representative points (cell centroids) lying on the major roads where the density of the trajectories is high. Hence, the distortions in the corresponding segments of trajectories after the generalization are low.

To provide a comparison of the outcomes of two consecutive generalization steps, their results can be shown in one map by superimposing one map layer on the other. The flow symbols are drawn in a semi-transparent mode, which allows the user to see where the two results coincide and where they differ. The user may also superimpose the results of the generalization on the map layer with the original trajectories.
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Figure 6.3: The results of progressive generalization after 11 (a), 12 (b) and 36 (c) iteration steps.

For the example presented in Figure 6.3(b), the user may feel that the outcome of 12 steps distorts the original trajectories too much and decide to keep the previous result. In the original generalization, there were 1908 pair-wise connections with less than 5 trajectories between areas. After 11 steps of the algorithm, there are 233 such connections, which is a substantial improvement in terms of preserving privacy. At the next stage, the \( k \)-anonymization method is applied to the generalized trajectories.

Figure 6.3(c) presents the result of the progressive generalization algorithm when not interrupted by the user. The algorithm has made 36 iteration steps and removed 1102 of the original 1245 cells. The resulting generalization level is very high, which decreases the usefulness of the generalized trajectories for analysis.

One more approach to controlling the generalization quality is a combination of the interactive and automatic approaches, which allows the user to overcome the difficulty of choosing a suitable value of \( \text{MaxDisplacement} \) in advance. In this approach, Algorithm 7 performs a certain (user-chosen) number of generalization steps and presents the result to the user. If the user is fully satisfied with the quality, he/she allows Algorithm 7 to perform a given number of further steps. If the user finds the quality in some areas to be unacceptable, he/she interactively marks these areas on the map. Then, the local displacements in all areas are computed. The maximum among the local displacements in the non-marked areas that is lower than the smallest local displacement among the marked areas is taken as the value of the parameter \( \text{MaxDisplacement} \). After this, the modified Algorithm 7 is fulfilled.

6.5.2 Generalization vs \( k \)-anonymity

The approach described in Section 6.5.1 given a dataset of trajectories enables us to generate a generalized version, denoted by \( D^G \). In order to complete the anonymization of movement data, a further step is required. It is necessary to ensure that the disclosed dataset is a \( k \)-anonymous version of the original dataset. In other words, we want to ensure that for any sub-trajectory used by the attacker, the re-identification probability is always controlled below a given threshold \( \frac{1}{k} \). In the database \( D^G \) we do not have this guarantee, in fact we could have a single generalized trajectory representing a single trajectory (or in general few trajectories) in \( D \). Clearly, there are many ways to make a generalized dataset \( k \)-anonymous and each one corresponds to a different implementation of the \( k \)-Anonymization function in the Algorithm 5. We now introduce two variants of a method based on the work introduced in Chapter 5, KAM_CUT and KAM_REC, which apply a transformation to the generalized moving object dataset \( D^G \) in order to obtain a \( k \)-anonymous version of \( D \). They have the main goal to insert less noise in the anonymized dataset w.r.t. the noise introduced by BF-P2kA. Moreover, KAM_REC (as we will discuss in the following with more details) allows us to recover a larger amount of frequent sub-trajectories. Both strategies are based on the well-known data structure called prefix tree, which allows us to represent the list of generalized trajectories in \( D^G \) in a more compact way.
KAM\_CUT Algorithm

The main steps of the Algorithm 8 are the following:

1. The generalized trajectories in the input dataset \( \mathcal{D}^G \) are used to build a prefix tree \( \mathcal{PT} \).
2. Given an anonymity threshold \( k \), the prefix tree is anonymized, i.e., all the trajectories whose support is less than \( k \) are pruned from the prefix tree.
3. The anonymized prefix tree, as obtained in the previous step, is post-processed to generate the anonymized dataset of trajectories \( \mathcal{D}^* \).

We will now describe the details of each step in order to better understand the transformation applied to the generalized dataset.

Algorithm 8: KAM\_CUT(\( \mathcal{D}^G, k \))

Input: A moving object database \( \mathcal{D}^G \), an integer \( k \)
Output: A \( k \)-anonymous version \( \mathcal{D}^* \) of the database \( \mathcal{D}^G \)

// Step I: Prefix Tree Construction
\[ \mathcal{PT} = \text{PrefixTreeConstruction}(\mathcal{D}) \]

// Step II: Prefix Tree Anonymization
\[ \mathcal{L}_{cut} = \emptyset \]
\[
\text{foreach } n \in \text{Root}(\mathcal{PT}).\text{children do}
\]
\[ \mathcal{PT}' = \text{TreePruning}_{\text{cut}}(n, \mathcal{PT}, k) \]

// Step III: Generation of \( k \)-anonymous Dataset
\[ \mathcal{D}^* = \text{AnonymousDataGeneration}(\mathcal{PT}') \]

return \( \mathcal{D}^* \)

Prefix Tree Construction. The first step of the KAM\_CUT algorithm (Algorithm 8) is the PrefixTreeConstruction function. It builds a prefix tree \( \mathcal{PT} \), representing the list of generalized trajectories in \( \mathcal{D}^G \) in a more compact way. The prefix tree is defined as a triple \( \mathcal{PT} = (\mathcal{N}, \mathcal{E}, \text{Root}(\mathcal{PT})) \), where \( \mathcal{N} \) is a finite set of labeled nodes, \( \mathcal{E} \) is a set of edges and \( \text{Root}(\mathcal{PT}) \in \mathcal{N} \) is a fictitious node that represents the root of the tree. Each node of the tree (except the root) has exactly one parent and it can be reached through a path, which is a sequence of edges starting from the root node. Each node \( v \in \mathcal{N} \), except \( \text{Root}(\mathcal{PT}) \), has entries in the form \( \langle \text{id}, \text{point}, \text{support}, \text{children} \rangle \) where \( \text{id} \) is the identifier of the node \( v \), \( \text{point} \) represents a point of a trajectory, \( \text{support} \) is the support of the trajectory represented by the path from \( \text{Root}(\mathcal{PT}) \) to \( v \), and \( \text{children} \) is the list of child nodes of \( v \).

Prefix Tree Anonymization. The TreePruning\_\text{cut} function prunes the prefix tree with respect to the anonymity threshold \( k \). Specifically, this procedure visits the tree and when the support of a given node \( n \) is less than \( k \) then it cuts the subtree with root \( n \) from the tree.

Generation of anonymous data. The third step enables the anonymous dataset \( \mathcal{D}^* \) to be generated. The AnonymousDataGeneration procedure visits the anonymized prefix tree and generates all the represented trajectories.

The main characteristic of KAM\_CUT is that it enables us to publish only the \( k \)-frequent prefixes of the generalized trajectories. For example, given the trajectory \( T_g = \langle x_{c_1}, y_{c_1} \rangle, \ldots, \langle x_{c_m}, y_{c_m} \rangle, \langle x_{c_{m+1}}, y_{c_{m+1}} \rangle, \ldots, \langle x_{c_m}, y_{c_m} \rangle \), where the initial portion \( \langle x_{c_1}, y_{c_1} \rangle, \ldots, \langle x_{c_m}, y_{c_m} \rangle \) occurs less than \( k \) times in the generalized dataset, while the portion \( \langle x_{c_{m+1}}, y_{c_{m+1}} \rangle, \ldots, \langle x_{c_m}, y_{c_m} \rangle \) occurs at least \( k \) times, the algorithm removes the whole trajectory \( T_g \) from the prefix tree, wasting also the frequent sub-trajectory. Clearly, this method is suitable to anonymize very dense datasets, as in this case the
Prefix tree considerably compresses the dataset and so the number of lost frequent sub-trajectories tends to be low. Usually, a moving object database is characterized by a low density. It would therefore be useful to have a method capable of recovering portions of trajectories which are frequent at least \( k \) times. With this aim in mind we developed the algorithm KAM_REC, described next.

**KAM_REC Algorithm**

Algorithm 9, like the previous algorithm, consists of three main steps:

1. The generalized trajectories in the input dataset \( D^G \) are used to build a prefix tree \( PT \).

2. Given an anonymity threshold \( k \), the prefix tree is anonymized, i.e., all the trajectories whose support is less than \( k \) are pruned from the prefix tree. Part of these infrequent trajectories is then re-appended in the prefix tree.

3. The anonymized prefix tree, as obtained in the previous step, is post-processed to generate the anonymized dataset of trajectories \( D^* \).

Clearly, the first and the last steps (points 1 and 3) are the same as those described for the algorithm in the previous section. While, the Anonymization step (point 2) is different from that of the algorithm KAM_CUT. Thus we will now describe the details of the second step in order to better understand the transformation applied to the generalized dataset.

**Algorithm 9: KAM_REC\((D^G, k, p)\)**

- **Input:** A moving object database \( D^G \), an integer \( k \), a percentage \( p \)
- **Output:** A \( k \)-anonymous version \( D^* \) of the database \( D^G \)

DECL: Prefix Tree Anonymization.

The first operation performed during this step is to prune the prefix tree with respect to the anonymity threshold \( k \). This operation is executed by the \TreePruning function, which modifies the tree by pruning all the infrequent subtrees and decreases the support of the path to the last frequent node. \TreePruning visits the tree and, when the support of a given node \( n \) is less than \( k \), it computes all the trajectories represented by the paths which contain the node \( n \) and which start from the root and reach the leaves of the sub-tree with root \( n \). All the computed infrequent trajectories and their supports are inserted into the list \( \mathcal{L}_{\text{cut}} \). Next, the subtree with root \( n \) is cut from the tree. After the pruning step, the algorithm tries to re-attach part of the generalized trajectories in \( \mathcal{L}_{\text{cut}} \) onto the pruned tree, using the \TreeRecovery function (see Algorithm 10). This function checks if the infrequent trajectories contain generalized sub-trajectories that are frequent at least \( k \) times in \( D^G \). From each infrequent trajectory it tries to recover the longest sub-trajectory that is frequent in the pruned tree \( PT \) and/or in the list \( \mathcal{L}_{\text{cut}} \). To do this, the function uses the well-known notion of longest common subsequence. When the algorithm finds a sub-trajectory which is frequent at least \( k \) times then it is appended to the root of the pruned tree only if it contains at least \( p\% \) (input parameter) of points of the infrequent generalized trajectory.
6.5. ANONYMIZATION APPROACHES

Algorithm 10: TrjRecovery\((PT, L_{\text{cut}}, p)\)

\begin{verbatim}
Input: A prefix tree \(PT\), a list of sequences \(L_{\text{cut}}\), a percentage \(p\)
Output: An anonymized reconstructed prefix tree \(PT'\)

\begin{algorithmic}
\Function{TrjRecovery}{PT, L_{\text{cut}}, p}
\State \textbf{foreach} distinct \(T \in L_{\text{cut}}\) \textbf{do}
\State // Compute LCS between \(T\) and the trajectories in the prefix tree
\State \(LCS_{PT} = \text{ClosestLCS}(T, PT)\);
\State // Compute LCS between \(T\) and the trajectories in list \(L_{\text{cut}}\)
\State \(LCS_{L_{\text{cut}}} = \text{ClosestLCS}(T, L_{\text{cut}})\);
\State \(S = \max(LCS_{PT}, LCS_{L_{\text{cut}}});\)
\If{length of the sub-trajectory \(S\) is at least \(p\)% of \(T\)}
\State Append \(S\) to the Root of \(PT'\);
\EndIf
\EndFunction
\end{algorithmic}
\end{verbatim}

This algorithm differs from \textit{BF-P2kA}, described in Chapter 5 and introduced in \cite{117}, in terms of the \textit{TrjRecovery} step. \textit{BF-P2kA} computes the longest common subsequence only between each infrequent trajectory and the trajectories in the pruned tree, while in this computation we also consider the infrequent trajectories in \(L_{\text{cut}}\). This allows us to recover a larger amount of frequent sub-trajectories. Suppose for example that a sub-trajectory \(S\) always appears as a suffix of \(k\) different trajectories that are cut during the phase of pruning. \textit{BF-P2kA} loses these sub-trajectories, whereas we are able to recover them. Another difference is that our method inserts less noise in the anonymized dataset. In fact, when we find a frequent sub-trajectory we append it to the \textit{Root}, while \textit{BF-P2kA} reattaches it to the path in the tree closest to the sub-trajectory, thus introducing noise.

6.5.3 Example

We will now present an example which shows how our two \(k\)-anonymization approaches work, highlighting the main difference between them. We consider the dataset of generalized trajectories in Figure 6.4(a) and a \(k\)-anonymity threshold equal to 2. Note that, each letter in a trajectory represents a centroid of a generalized area.

During the first step our two methods build the prefix tree in Fig. 6.5(a).

During the anonymization step, as explained in the previous sections, the methods anonymize the tree in different ways.

First we show how \textit{KAM\_CUT} works. The prefix tree is modified by the \textit{TreePruning\_cut} function pruning the tree with respect to the \(k\)-anonymity threshold. This procedure searches the tree for all the highest nodes in the tree hierarchy with a support of less than 2. When it finds the three nodes \((11, C, 1), (16, J, 1)\) and \((19, C, 1)\) the sub-trees that have these nodes as root are eliminated, thus obtaining the anonymized tree in Figure 6.5(b). Finally, the \textit{AnonymousDataGeneration} procedure provides the anonymized dataset shown in Figure 6.4(b).
In Algorithm KAM_REC we need to consider another input parameter, i.e. a percentage $p$ that (for this example) we assume to be equal to 40%. This percentage allows us to recover frequent sub-trajectories only if they preserve at least 40% of the points of the original trajectories; so the choice of the value of this parameter allows to control the noise introduced by the algorithm when some frequent sub-trajectories are recovered.

The *TreePruning* function searches the tree for all the highest nodes in the tree hierarchy with a support of less than 2 and finds the nodes $\langle 11, C, 1 \rangle$, $\langle 16, J, 1 \rangle$ and $\langle 19, C, 1 \rangle$. Next, it identifies the paths that contain these nodes and which start from the root and reach each leaf belonging to the subtrees of these nodes. Then, it generates all the sequences represented by these paths and inserts them into the list $L$. These nodes and which start from the root and reach each leaf belonging to the subtrees of these nodes.

Then, it generates all the sequences represented by these paths and inserts them into the list $L$. The prefix tree obtained after the pruning step is shown in Fig. 6.6(a).

The infrequent sub-trajectories within $L_{cut}$ are then processed, using the notion of the *longest common subsequence*, in this way: $(CHL, 1)$ occurs twice in $L_{cut}$ and has at least 40% of the points of the original trajectory. Thus, it is appended to the root producing the branch with the nodes $\langle 14, D, 1 \rangle$, $\langle 15, F, 1 \rangle$, $\langle 18, G, 3 \rangle$; finally, $(DECH, 1)$ contains the frequent sub-trajectory $DEFG$ that has at least 40% of the points of the original trajectory. Thus, it is appended to the root increasing the support of the branch with nodes $\langle 11, C, 1 \rangle$, $\langle 12, H, 1 \rangle$ and $\langle 13, L, 1 \rangle$. The prefix tree obtained after the anonymization step is shown in Fig. 6.6(b). Finally, the *AnonymousDataGeneration* procedure provides the anonymized trajectories shown in Fig. 6.4(c).
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6.5.4 Complexity Analysis

In this section, we discuss the time complexity of our approach, by analyzing the complexity of each step of Algorithm \[5\]. In the following we denote by \( n \) the total number of points in the original trajectory dataset.

The SpatialGeneralization function has a time complexity of \( O(n \log n) \). In the following we analyze each step of this procedure in order to understand the reason for this time complexity. The extraction of characteristic points from the trajectories and the transformation of each trajectory into a generalized version require to visit all the points of the original dataset. So, the computational cost of these two steps is \( O(n) \). Instead, the spatial grouping of the characteristics points costs \( O(n \log n) \) if we consider that in the worst case we have \( n \) points of this kind; in other words, the worst case considers each point in the original trajectories as a characteristic point. The computational cost of this step is due to the fact that for efficiently grouping the points first of all we need to sort them. After the spatial grouping, the procedure computes the centroids and this requires again a cost of \( O(n) \) and then by using the set of centroids the Voronoi tessellation is run. Optimal algorithms for Voronoi tessellation have a worst-case time complexity of \( O(n \log n) \) [119].

Each iteration of ProgressiveGeneralization procedure analyzes the centroids of the cells. The number of centroids at the worst case is equal to the number of points \( n \), thus the time cost is \( O(n \times I) \), where \( I \) is the number of iterations.

Regarding the time cost of the two methods for the \( k\)-Anonymization of the generalized trajectories, note that at the worst case the total number of points of the generalized dataset is equal to \( n \). Thus, KAM\_CUT algorithm has time cost \( O(n \log n) \) and KAM\_REC algorithm costs \( O(n^2) \). The cost of KAM\_CUT is linear w.r.t. \( n \) as it only requires the construction of the prefix tree and the visit of the tree for the pruning. Instead, KAM\_REC also tries to recover portions of trajectories which are frequent at least \( k \) times computing the longest common subsequence and this requires \( O(n^2) \) time.

6.6 Privacy Analysis

Now we discuss the privacy guarantees obtained applying our anonymization approaches. We will formally show that our Algorithm [5] using both KAM\_CUT and KAM\_REC, always guarantees that the disclosed dataset \( \mathcal{D}^* \) is a \( k \)-anonymous version of \( \mathcal{D} \).

**Theorem 6.6.1.** Given a moving object dataset \( \mathcal{D} \) and an anonymity threshold \( k > 1 \), Algorithm [5] using Algorithm [8] produces a dataset \( \mathcal{D}^* \) that is a \( k \)-anonymous version of \( \mathcal{D} \).

**Proof.** First, we show that \( \mathcal{D}^G \) is a generalized version of \( \mathcal{D} \). Secondly, we show that the dataset \( \mathcal{D}^* \) generated by Algorithm [8] is a \( k \)-anonymous version of \( \mathcal{D}^G \) and finally, that \( \mathcal{D}^* \) also is \( k \)-anonymous version of \( \mathcal{D} \).

1. The dataset \( \mathcal{D}^G \) is obtained by applying the generalization (Algorithms [6] & [7]) to all the trajectories in \( \mathcal{D} \), thus it is the generalized version of \( \mathcal{D} \).

2. By construction, the pruning step of Algorithm [8] prunes all the subtrees with support less than \( k \). The pruned prefix tree \( \mathcal{PT}' \) then only contains generalized trajectories that are frequent at least \( k \) times in \( \mathcal{D}^G \). Therefore, after this step, if a generalized trajectory \( T_g \) occurs less than \( k \) times in \( \mathcal{D}^G \) then there is no occurrence of it in \( \mathcal{PT}' \). If \( T_g \) occurs at least \( k \) times in \( \mathcal{D}^G \) then it can occur either 0 or at least \( k \) times in \( \mathcal{PT}' \).

3. Next, we must prove that the dataset \( \mathcal{D}^* \), containing only the trajectories represented by \( \mathcal{PT}' \), is a \( k \)-anonymous version of \( \mathcal{D} \). Two cases arise:

   a) if a trajectory \( T \) is \( k \)-harmful in \( \mathcal{D} \) after the generalization step we can have either \( \text{supp}_{\mathcal{D}^G}(g(T)) < k \) and through point 2 of this proof we have \( \text{supp}_{\mathcal{D}^*}(g(T)) = 0 \), or \( \text{supp}_{\mathcal{D}^G}(g(T)) \geq k \) and by point 2 of this proof we have either \( \text{supp}_{\mathcal{D}^*}(g(T)) = 0 \) or \( \text{supp}_{\mathcal{D}^*}(g(T)) \geq k \).

   b) if a trajectory \( T \) is not \( k \)-harmful in \( \mathcal{D} \) then after the generalization step we have \( \text{supp}_{\mathcal{D}^G}(g(T)) \geq k \) and by point 2 of this proof we have either \( \text{supp}_{\mathcal{D}^*}(g(T)) = 0 \) or \( \text{supp}_{\mathcal{D}^*}(g(T)) \geq k \). This concludes the proof.
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Theorem 6.6.2. Given a moving object dataset $D$ and an anonymity threshold $k > 1$, Algorithm 9 produces a dataset $D^*$ that is a $k$-anonymous version of $D$.

Proof. The proof is similar to Theorem 6.6.2. First, we show that $D^G$ is a generalized version of $D$. Secondly, we show that the dataset $D^*$ generated by Algorithm 9 is a $k$-anonymous version of $D^G$ and finally, that $D^*$ is also a $k$-anonymous version of $D$.

1. The dataset $D^G$ is obtained by applying the generalization (Algorithms 6 & 7) to all the trajectories in $D$, thus it is the generalized version of $D$.

2. By construction, the pruning step of Algorithm 9 prunes all the subtrees with support less than $k$, then the pruned prefix tree $PT$ only contains generalized trajectories that are frequent at least $k$ times in $D^G$. Thus, after this step, if a generalized trajectory $T_g$ occurs less than $k$ times in $D^G$ then there is no occurrence of it in $PT$. If $T_g$ occurs at least $k$ times in $D^G$ then it can occur either 0 or more times in $PT$. Nevertheless, the reconstruction step does not change the tree structure of $PT$, it only increases the support of existing generalized trajectories which are already frequent at least $k$ times in $D^G$. In conclusion, at the end of the second step of Algorithm 9, all the sub-trajectories which are represented in $PT'$ are frequent at least $k$ times in $D^G$.

3. Now, we need to prove that the dataset $D^*$, containing only the trajectories represented by $PT'$, is a $k$-anonymous version of $D$. Two cases arise:

   a) if a trajectory $T$ is $k$-harmful in $D$ after the generalization step we can have either $\text{supp}_{D^G}(g(T)) < k$ and through point 2 of this proof we have $\text{supp}_{D^*}(g(T)) = 0$, or $\text{supp}_{D^G}(g(T)) \geq k$ and through point 2 of this proof we have $\text{supp}_{D^*}(g(T)) \geq 0$.

   b) if a trajectory $T$ is not $k$-harmful in $D$ then after the generalization step we have $\text{supp}_{D^G}(g(T)) \geq k$ and through point 2 of this proof we have $\text{supp}_{D^*}(g(T)) \geq 0$. This concludes the proof.

6.7 Experiments

The two anonymization approaches were applied to a dataset of trajectories, which is a subset of the Milan dataset described in Section 1.2.1. Specifically, in our experiments we used 5707 trajectories collected from 06.00 AM to 10.00 AM on 4 April 2007.

6.7.1 Statistics on the dataset before and after anonymization

The anonymization process influences the geometrical features of the trajectories. In Figures 6.7(a) and 6.7(b) the distribution of length of the anonymized trajectories obtained with both methods is shown in meters. It is evident how the generalization removes the shortest trajectories of the original data: this depends on the parameter $r$ used for the tessellation. The generalized datasets used for the experiments were computed starting with parameter $r = 500m$ and then by executing several steps of progressive generalization.

Figure 6.8 depicts the summarization of the trajectories after the anonymization process. A comparison with the original dataset shows how for $k = 8$, for example, the shape is preserved for the denser regions of the geographical area. As expected, KAM_REC preserves the dataset best.

6.7.2 Visual comparison of clusters

In our experiments we used the density-based clustering algorithm OPTICS [19] and the distance function for trajectory “route similarity” [121]. It is well known that the results of clustering algorithms are sensitive to the choice of $\text{MaxDistance}$ and $\text{MinNeighbours}$ values. Suitable values are typically chosen in an empirical way by trying several different combinations and evaluating the clustering results from the perspective
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(a) KAM.REC: Length of trajectories (m)  
(b) KAM.CUT: Length of trajectories (m)

Figure 6.7: Distribution of trajectory lengths

(a) Original trajectories  
(b) KAM.REC: $k = 8$  
(c) KAM.CUT: $k = 8$

Figure 6.8: Visual summarization of original dataset and anonymized version with $k = 8$

of an internal cohesion of the clusters and their interpretability as well as their number and sizes (thus, a large number of very small clusters is not desirable). For the clustering of the original dataset we found the combination $\text{MaxDistance} = 450\text{m}$ and $\text{MinNeighbours} = 5$ to be appropriate in terms of producing a reasonable number of sufficiently coherent clusters. For the clustering of the generalized and anonymized trajectories, we used the same value as the minimum population threshold $\text{MinNeighbours} = 5$. The main criterion for choosing the values for the distance threshold was the similarity of the resulting clusters to the clusters of the original trajectories. The distance thresholds for the generalized and anonymized trajectories need to be smaller than for the original trajectories. This is because the distances between similar trajectories decrease in the process of generalization due to the replacement of close points by identical points and further decrease in the process of anonymization due to the removal of infrequent segments.

Figure 6.9 shows the 10 largest clusters of the original trajectories. The clusters are presented on a map of Milan in a summarized form using the flow map technique, where arrows indicate the direction of the movement and have a thickness proportional to the number of trajectories. Cluster 12, which consists of very short trajectories, is represented by a special circular symbol with the width proportional to the number of trajectories. Above the image of each cluster, its numerical index and size (in parentheses) are shown. Figure 6.10 shows the 10 largest clusters of the generalized trajectories resulting from Algorithms 6 and 7. The clusters were obtained with the distance threshold of 200m. Figure 6.11 shows the 10 largest clusters of the anonymized trajectories resulting from Algorithm 9 with $k = 5$ and $p = 40\%$. The distance threshold for the clustering was 50m.
Above the images of the clusters in Figures 6.10 and 6.11, the numbers in bold are the indexes of the corresponding clusters of original trajectories. The symbols “??” denote the cases when no corresponding clusters were found, in particular, cluster 9 in Figure 6.10 and clusters 37 and 132 in Figure 6.11. The absence of a cluster of original trajectories corresponding to a cluster of generalized or anonymized trajectories means that the original trajectories do not satisfy the necessary conditions for making a cluster, i.e. each has less than $\text{MinNeighbours}$ ($= 5$) trajectories lying within the distance $\text{MaxDistance}$ ($= 450 m$) from it. This does not mean, however, that the shapes (routes) of the original trajectories differ much from the shapes of the corresponding generalized or anonymized trajectories. As an example, Figure 6.12 demonstrates the original trajectories corresponding to cluster 9 of the generalized trajectories (bottom right corner of Figure 6.10). It can be seen that the shapes of the original trajectories match the shape of cluster 9 very well. Similarly, clusters 37 and 132 of the anonymized trajectories have corresponding subsets of original trajectories with similar shapes, although they could not be united into clusters according to the formal conditions. Hence, we can say that the generalization and anonymization may reveal some frequent patterns which are difficult to find among the original trajectories due to high variability.

Another interesting case is cluster 6 of the generalized trajectories (Figure 6.10, upper left corner), which combines clusters 5 and 16 of the original trajectories. Cluster 6 consists of trajectories that have a large common part going from east to west along the northern highway and then split into three branches. In the clustering of the original trajectories, two of the branches are together (cluster 5) and one is separated (cluster 16). However, putting these three branches together or separately depends on the distance threshold used for the clustering. Thus, with the distance threshold of $600 m$, they make up a single cluster with a size of 82, which is very close to the size of cluster 6 (79) in Figure 6.10. After the anonymization, the three branches are separated into three clusters, 4, 5, and 91 (the latter two clusters are not visible in Figure 6.11) with the sizes of 41, 20, and 17, respectively. These variations in putting several slightly differing frequent routes together or separately still means that we can interpret the clustering results.

6.7.3 Measuring the quality of the clustering

To determine how the clusters of the original dataset are preserved after the anonymization phase, we designed ad hoc quality measures for the resulting clusterings of the density-based approach. Since a direct effect of the anonymization process is an increase in the concentration of trajectories (i.e. several original
trajectories are bundled on the same route), the clustering method will thus be influenced by the variation in the density distribution. The increase in the concentration of trajectories is mainly caused by the reduction of noisy data. In fact, the anonymization process tends to render each trajectory similar to the neighboring ones. This means that the original trajectories, initially classified as noise, can now be “promoted” as members of a cluster. This phenomenon may produce an enlarged version of the original clusters.

To evaluate the actual increase in the density of the cluster, we computed the actual distribution of
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Figure 6.12: The original trajectories corresponding to cluster 9 of the generalized trajectories.

the trajectories after the anonymization steps. Information on the density of a clustering is implicitly present in the reachability plot obtained by the OPTICS algorithm, since the \textit{reachability distance} is inversely correlated with the density of the data items: a high mean value of reachability distance stands for a sparse cluster, while a low value denotes a very dense group. Thus, we computed a clustering for the original dataset, the generalized dataset, and for each dataset from the two anonymization techniques, for \( k = 2, 4, 8, 16, 20, 25, 30 \). The results of the comparison are shown in Figure 6.13 on a log scale. Not surprisingly, the datasets produced by the KAM.CUT algorithm are more dense than the dataset produced by KAM.REC, since the recovery phase of KAM.REC enables us to recover several trajectories that maintain a relative diversity in the original groups.

Figure 6.13: The density distribution of the original dataset (in red), the generalized dataset (in blue), and various level of anonymization for the two approaches

Our aim is to verify that these enlarged clusters are neither so large that they embrace all the original clusters (i.e. all the trajectories fall inside a unique large cluster) nor so fragmented as to split each original cluster into several anonymized versions. We are interested in monitoring whether the objects of a cluster \( C \) are maintained in the same group after the clustering of the anonymized version of the dataset and, at the same time, we want to verify that the “shape” of the original cluster is preserved after the anonymization, i.e. the original clusters are not merged arbitrarily into the same large clusters. Moreover, since we adopted a density-based clustering method, we wanted to verify how the density varies during the anonymization process, in order to verify how well the clusters are separated in the anonymized version.

Given a dataset of objects \( D \), the clustering result can be expressed as \( C_D = \{C_1, C_2, \ldots, C_m, noise\} \). We say also that all the elements in cluster \( C_i \) belong to class \( e_i \). Given an anonymized version \( D^* \) of \( D \) and the clustering \( C_{D^*} = \{C_1^*, C_2^*, \ldots, C_l^*, noise^*\} \), we denote by \( C_j^{*-1} \) the set of original objects whose anonymized versions form the cluster \( C_j^* \). Given a cluster \( C_i \in C_D \)
and the clustering $C_{D^*}$ of an anonymized version of $D$ we define the Precision as

$$P(C_i, C_{D^*}) = \frac{|C_i \cap C_j^{*-1}|}{|C_i|}, \arg\max_j |C_i \cap C_j^{*-1}| \land C_j^{*} \in C_{D^*}$$

and the Recall as

$$R(C_i, C_{D^*}) = \frac{|C_i \cap C_j^{*-1}|}{|C_i|}, \arg\max_j |C_i \cap C_j^{*-1}| \land C_j^{*} \in C_{D^*}.$$ 

The recall measures how the cohesion of a cluster is preserved: it is 1 if the whole original cluster is mapped into a single anonymized cluster, it tends to zero if the original elements are scattered among several anonymized clusters. The precision measures how the singularity of a cluster is mapped into the anonymized version: if the anonymized cluster contains only elements corresponding to the original cluster its value is 1, otherwise the value tends to zero if there are other elements corresponding to other clusters. The contamination of an anonymized cluster may depend on two factors: (i) there are elements corresponding to other original clusters or (ii) there are elements that were formerly noise and have been promoted to members of an anonymized cluster. Since we are interested on the variation of the original cluster members, we can refine the definition of the precision by defining a measure of Precision* considering only non-noise objects and:

$$P^*(C_i, C_{D^*}) = \frac{|C_i \cap C_j^{*-1}|}{|C_j^{*-1} \land noise|}, \arg\max_j |C_i \cap C_j^{*-1}| \land C_j^{*} \in C_{D^*}.$$ 

The F-measure is usually adopted to express the combined values of precision and recall and is defined as the harmonic mean of the two measures. In this context, given two clusterings $C_D$ and $C_{D^*}$ we define the F-measure as:

$$F(C_D, C_{D^*}) = \frac{\sum_{i=1,2,...,|C_D|} F(C_i, C_{D^*})}{|C_D|}, \text{ where } F(C_i, C_{D^*}) = 2 \cdot \frac{P(C_i, C_{D^*}) \cdot R(C_i, C_{D^*})}{P(C_i, C_{D^*}) + R(C_i, C_{D^*})}.$$ 

We denote by F-measure* the F-measure computed using the Precision* instead of Precision.

To compare the measure of precision and recall on different levels of anonymization, we performed a reference clustering on the original dataset, using the same parameters specified in Section 6.7.2 [MaxDistance=450m, MinNeighbors=5], and a clustering for each anonymized dataset for different levels of $k$. The results of the comparison are shown in Figure 6.14.

The values of recall for KAM_REC are clearly better than the KAM_CUT algorithm since the infrequent sub-trajectories are recovered into frequent groups, hence guaranteeing that close sub-trajectories are kept together. The KAM_CUT approach maintains a relatively constant value for recall, since it preserves the most frequent core of each group of trajectories. In addition the level of fragmentation of the clusters is bounded by the density of population in each group: a significant loss in recall is visible when the value of $k$ increases above the population of the identified clusters, since the trajectories in the smallest clusters are removed.

The values of precision were evaluated using the two definitions given above. Not surprisingly, the values of Precision* are greater than the standard Precision computation. From a comparison of the two values of precision, we can estimate the number of trajectories that were formerly identified as noise in the original dataset and that are associated with a cluster in the anonymized versions. For example, for the KAM_REC algorithm and for $k = 2$, each anonymized cluster contains 30% of the trajectories associated with noise in the original dataset.

The behavior of the two algorithms is also evident in the ratio of recall and precision they achieve: KAM_REC has larger values of recall and lower values of precision w.r.t. KAM_CUT, since infrequent branches of groups are recovered in possibly shorter groups that are, however, close to the original one. This ensures that original $k$-harmful trajectories are maintained in a form close to their original neighborhood, thus minimizing the fragmentation of the cluster and, hence, maintaining the recall. The recovery, however, can transform noise trajectories into anonymized versions that can be attached to an anonymized cluster, thus negatively affecting the level of precision.
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6.7.4 Measuring the Probability of Re-identification

We also analyze the probability of re-identification of a given user in the released dataset. In Section 6.6, we formally proved that our methods for the anonymization of movement data ensure that, for any subtrajectory used by the attacker, the re-identification probability is always controlled below a given threshold $\frac{1}{k}$. Clearly, this threshold is only an upper bound. In fact, from an accurate investigation of our real-world data we discovered that given a sub-trajectory of a specific user, the probability of re-identification is often lower than $\frac{1}{k}$. It depends on the number of observations of the attacker: in general, a low number of observations reduces the probability of re-identification.

This phenomenon is highlighted by the plots in Figure 6.15, which show the cumulative distributions of the identification probability with varying numbers of observations. We calculated the cumulative distributions for a number of observations from 1 to 80 on the datasets anonymized by KAM_REC with $k = 2, 4, 8, 16$ and $p = 40\%$. These are computed by randomly choosing a total of 50000 sub-trajectories from the original dataset; they contain a number of points from 1 to 80. To make the plots easy to read we only show the distributions for some values of the number of observations. We also performed the same computation on the datasets anonymized by the algorithm KAM_CUT, obtaining very similar behaviors.

Moreover, we computed the re-identification probability for each trajectory of the original dataset assuming an increasing number of observations known by the attacker. Given a trajectory we computed the probability when the attacker knows the first point, the first two points, and so on. Then, given a specific
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Figure 6.15: Cumulative Distribution of Identification Probability on Milan Datasets anonymized by KAM

The number of observations we calculated the average, the maximum and the minimum value of probability. The minimum value in each anonymous dataset and for each number of observations is always 0. The plots in Figure 6.16 depict the average and the maximum re-identification probability for the anonymization obtained by KAM_CUT and KAM_REC with different values of $k$. These plots confirm the theoretical upper bound $\frac{1}{k}$ and show that given a dataset anonymized with an anonymity threshold $k$, in general, the protection guaranteed by our methods is much higher.

6.7.5 Run Time Analysis

Our algorithms were implemented using Java 6.0. All experiments were performed on an Intel Core2 Duo processor with a 2.66GHz CPU and 6GB RAM over a Linux platform (ubuntu 8.10). We will now assess the total time needed to anonymize a database of movement data (generalization of trajectories and $k$-anonymization step). Figure 6.17 reports the timings for anonymizing a dataset of 5707 trajectories, according to the two methods for guaranteeing $k$-anonymity, KAM_CUT and KAM_REC. We show the runtime behavior of the two methods for different values of $k$. The approach using algorithm KAM_CUT requires a lower execution time since after the pruning step, this algorithm does not try to recover frequent sub-trajectories from the infrequent ones eliminated from the tree (see Algorithm 8). The use of KAM_REC requires more execution time, however it enables us to recover more trajectories and to obtain better results in terms of a clustering analysis.
6.8 Summary

In this chapter we have discussed the problem of publishing movement data while preserving the privacy. We have proposed a method that combines a well-known notion of $k$-anonymity and a technique for the
spatial generalization of trajectories. In particular, we have introduced two $k$-anonymization strategies. The novelty of our approaches lies in finding a suitable tessellation of a geographical area into sub-areas depending directly on the input trajectory dataset. We have showed that our methods yield a formal theoretical protection guarantee against a re-identification attack. Through an extensive set of experiments on a real-life spatio-temporal dataset, we have showed that the anonymity protection achieved is considerably stronger than the theoretical worst case and the proposed techniques preserve the quality of the clustering analysis.

Our anonymization approach ignores the temporal component of the data, indeed before executing one of the two anonymization strategies, KAM_CUT and KAM_REC, the original trajectories are transformed into generalized trajectories where the time component is dropped. This may lead to $k$-anonymize together trajectories occurred at different time intervals. Further investigations could be directed to developing a generalization method that considers both spatial and temporal information in order to obtain generalized and anonymous spatio-temporal data.
Part III

Privacy by Design for Data Mining
Outsourcing
Outline Part III

This part of the thesis discusses the problem of protecting the corporate privacy in data mining outsourcing. With the advent of cloud computing and its model for IT services based on the Internet and big data centers, the outsourcing of data and computing services is acquiring a novel relevance, which is expected to skyrocket in the near future. Business intelligence (BI) and knowledge discovery services, such as advanced analytics based on data mining technologies, are expected to be among the services amenable to be externalized on the cloud, due to their data intensive nature, as well as the complexity of data mining algorithms. So, the paradigm of “mining and management of data as service” will presumably grow as popularity of cloud computing grows [30]. However, the key business analysis functions are unlikely to be outsourced, as they represent a strategic asset of a company: what is instead appealing for a company is to rely on external expertise and infrastructure for the data mining task, i.e., how to compute the analytical results and models which are required by the business analysts for understanding the business phenomena under observation.

This is the data mining-as-service paradigm, aimed at enabling organizations with limited computational resources and/or data mining expertise to outsource their data mining needs to a third party service provider [140][120]. As an example, the operational transactional data from various outlets of Safeway, a grocery chain operating in the US and Canada, can be shipped to a third party which provides mining service for Safeway. The Safeway management needs not employ an in-house team of data mining experts. Besides, they can cut down their local data management requirements because periodically data is shipped to the service provider who is in charge of maintaining it and conducting mining on it in response to requests from Safeway’s business analysts.

In the above example, Safeway, the client, is a data owner and the service provider is referred to as the server. One of the main issues with this paradigm is that the server has access to valuable data of the owner and may learn sensitive information from it. E.g., by looking at the transactions, the server (or an intruder who gains access to the server) can learn which items are co-purchased, and in turn, the mined patterns. However, both the transactions and the mined patterns are the property of Safeway and should remain safe from the server. This problem of protecting important private information of organizations/companies is referred to as “corporate privacy” [37]. Unlike individual privacy, which only considers the protection of the personal information recorded about individuals, corporate privacy requires that both the individual items and the patterns of the collection of data items are regarded as corporate assets and thus must be protected. Recently, some approaches have been developed to address this challenging task as we described in Chapter [4] but unfortunately, these proposed approaches have potential privacy flaws.

This part of the thesis studies the problem of outsourcing the association rule mining task within a corporate privacy-preserving framework and it is structured as follows. Chapter [7] will describe the proposed framework and so the encryption and decryption scheme based on the concept of k-privacy. The Chapter [8] will discuss the main technical results on the robustness and the effectiveness of the proposed encryption/decryption scheme and will show the experimental results. The contents of this part are partially published in [68] and fully described in the submitted VLDB Journal [67].
Chapter 7

Privacy-Preserving Mining of Association Rules from Outsourced Databases

Spurred by developments such as cloud computing, there has been considerable recent interest in the paradigm of data mining-as-service. A company (data owner) lacking in expertise or computational resources can outsource its mining needs to a third party service provider (server). However, both the data and the mining outcomes are considered trade secrets of the corporation (data owner). To protect corporate privacy, the data owner transforms its data and ships it to the server, sends mining queries to the server, and recovers the true patterns from the extracted patterns received from the server.

In this chapter, we study the problem of outsourcing the association rule mining task within a corporate privacy-preserving framework.

Our goal is to devise an encryption scheme which enables formal privacy guarantees to be proved, and to validate this model over large-scale, real-life transaction databases. The architecture behind our model is illustrated in Figure 7.1. The client/owner encrypts its data using an encrypt/decrypt module, which can be essentially treated as a “black box” from its perspective. While the details of this module will be explained in Section 7.4, it is responsible for transforming the input data into an encrypted database. The server conducts data mining and sends the (encrypted) patterns to the owner. Our encryption scheme has the property that the returned supports are not true supports. The encrypt/decrypt (E/D) module recovers the true identity of the returned patterns as well their true supports. We adopt a conservative attack model and thus assume that the server knows the exact set of items in the owner’s data and additionally, it also knows the exact support of every item in the original data. It is trivial to show that if the data is encrypted using 1-1 substitution ciphers (without using fake transactions), many ciphers and hence the transactions and patterns can be broken by the server with a high probability. Thus, the major focus of this work is
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In fact, even if we use 1-m ciphers, if the set of ciphers corresponding to a plain item contains a distinct enciphered item, this mapping can be easily broken. This is the reason [140] adds random enciphered items to each set.
devise an encryption scheme such that formal privacy guarantees can be proved, against attacks conducted by the server using background knowledge, while keeping the resource requirements under control. We make the following contributions:

1. We formally define an attack model for the adversary (which may be the server itself or an intruder gaining access to the server), making precise the background knowledge the adversary may possess. We also give a formal statement of the problems studied (Section 7.2). Our notion of privacy builds on the well-known notion of $k$-anonymity.

2. We develop an encryption scheme, called RobFrugal, that the E/D module can employ to transform client data before it is shipped to the server. The RobFrugal scheme yields strong privacy guarantees (Section 7.4).

3. To allow the E/D module to recover the true patterns and their correct support, we propose that it creates and keeps a compact structure, called synopsis. We analyze the time and space complexity of generating the synopsis. We also provide the E/D module with an efficient strategy for incrementally maintaining the synopsis against updates in the form of appends (Section 7.4).

7.1 The Pattern Mining Task

Before introducing our framework we recall some basic notions of association rule mining task already introduced in Section 1.2.1. Two major steps in mining association rules are: (i) finding frequent patterns or itemsets and (ii) computing the association rules from them. Step (i) is, by far, the computationally dominant step. We let $I = i_1, \ldots, i_n$ be the set of items and $D = t_1, \ldots, t_m$ a transaction database (TDB) of transactions, each of which is a set of items. We denote the support of an itemset $S \subseteq I$ as $\text{supp}_D(S)$ and the frequency by $\text{freq}_D(S) = \text{supp}_D(S) / |D|$. For each item $i$, $\text{supp}_D(i)$ and $\text{freq}_D(i)$ denote respectively the individual support and frequency of $i$. The whole function $\text{supp}_D(.)$, projected over items, is also called the item support table of $D$. It can be either represented in tabular form (see, e.g., Table 7.1), or plotted as a histogram, as in Figure 1.5 (Chapter 1), where the item support distribution in two variants of the real-life Coop TDB is reported; both in support tables and in histograms items are listed in decreasing order of their support. The length of a transaction $t \in D$ is the number of items in $t$. We define the size of a TDB $D$ as the sum of lengths of its transactions, i.e., $|D| = \sum_{t \in D} |t|$. It is easy to see that $|D| = \sum_{i \in I} \text{supp}_D(i)$. This corresponds to the area under the support distribution graph (e.g., see Figure 1.5).

The well-known frequent pattern mining problem [12] is: given a TDB $D$ and a support threshold $\sigma$, find all patterns (itemsets) whose support in $D$ is at least $\sigma$. Here, we confine ourselves to the study of a (corporate) privacy-preserving outsourcing framework for frequent pattern mining.

7.2 Privacy Model

We let $D$ denote the original TDB that the owner has. To protect the identification of individual items, the owner applies an encryption function to $D$ and transforms it to $D^*$, the encrypted database. We refer to items in $D$ as plain items and items in $D^*$ as encrypted items. The term item shall mean plain item by default. The notions of plain item sets, plain transactions, plain patterns, and their encrypted counterparts are defined in the obvious way. We use $I$ to denote the set of plain items and $E$ to refer to the set of encrypted items.

7.2.1 Adversary Knowledge

The server or an intruder who gains access to it may possess some background knowledge using which they can conduct attacks on the encrypted database $D^*$ in order to make inferences. We generically refer to any of these agents as an attacker. We adopt a conservative model and assume that the attacker knows exactly the set of (plain) items $I$ in the original transaction database $D$ and their true supports in $D$, i.e.,
supp_D(i), i ∈ I. The attacker may have access to similar data from a competing company, may read published reports, etc. In reality, the attacker may possess approximate knowledge of the supports or may know the exact/approximate supports of a subset of items in D. However, in order to make the analysis robust, we adopt the conservative assumption above that he knows the exact support of every item.

Notice that by assumption, the attacker has access to the encrypted database D*. Thus, he also knows the supports supp_D*(e), e ∈ E, where E is the set of enciphered items in the encrypted database D*. The encryption scheme we propose is based on: (i) replacing each plain item in D by a 1-1 substitution cipher and (ii) adding fake transactions to the database. In particular, no new items are added. We assume the attacker knows this and thus he knows that |E| = |I|. We also assume the attacker knows the details of our encryption algorithm. Essentially, compared to [140], our adversary knowledge model corresponds to a (100%, 0%) knowledge model, confined to single items. However, we assume the attacker does not have the knowledge about the frequency of item sets nor about the distribution of transaction lengths in the original database. We also assume the service provider (who can be an attacker) is honest and not malicious in the sense that it always returns (encrypted) item sets together with their exact support. However, it can be curious and thus can use its background knowledge to make inferences.

7.2.2 Attack Model

The data owner (i.e., the corporation) considers the true identity of: (1) every enciphered item, (2) every enciphered transaction, and (3) every enciphered frequent pattern as the intellectual property which should be protected. If the enciphered items are broken, i.e., their true identification is inferred by the attacker, then clearly enciphered transactions and enciphered patterns are broken. However, as we shall show in Section 8.2 even when enciphered items are not broken, it is possible that a enciphered transaction or pattern may still be broken. This is the reason for insisting that all of these should be protected from the attacker. Notice also that the identity of a enciphered item in itself is not a sensitive piece of information, since the attacker knows the set of plain items. Since breaking of enciphered items leads to breaking enciphered transactions and patterns, they must remain protected.

Suppose no fake transactions are added. In other words, every plain item in D is replaced by a 1-1 substitution enciphered item in D*. The support distributions of items in D and of enciphered items in D* are identical. Thus, by matching supports, the attacker can either break a enciphered item, or narrow down its true identity to a small set of candidate plain items. How narrow this set is depends on the support distribution. We henceforth assume fake transactions are added. Fake transactions increase the sizes of these candidate sets. The details of construction of the candidate sets for enciphered items and for enciphered itemsets will be explained in Section 8.2. Suffice it to say for now that the attack model is two-fold:

- **Item-based attack:** ∀ enciphered item e ∈ E, the attacker constructs a set of candidate plain items Cand(e) ⊂ I. The probability that the enciphered item e can be broken prob(e) = 1/|Cand(e)|.

- **Set-based attack:** Given a enciphered itemset E, the attacker constructs a set of candidate plain itemsets Cand(E), where ∀ X ∈ Cand(E), X ⊂ I, and |X| = |E|. The probability that the enciphered itemset E can be broken prob(E) = 1/|Cand(E)|.

We refer to prob(e) and prob(E) as probabilities of crack. From the point of view of the owner, minimizing the probabilities of crack is desirable. Intuitively, Cand(e) and Cand(E) should be as large as possible. Ideally, Cand(e) should be the whole set of plaintext items. This can be achieved if we bring each enciphered item to the same level of support, e.g., to the support of the most frequent item in D. Unfortunately, this option is impractical. In fact, if each enciphered item e ∈ E is brought to the support of the item with maximum support, say i, in D, we obtain the effect of drawing a horizontal line at the height of supp_D(i) in the support distribution graph (see, e.g., Figure 7.2). As the size of D* is the area below such a line, namely |D*| = n * supp_D(i), we have a large increase in the size of D* compared to D, i.e., a large size of the fake transactions. This in turn leads to a dramatic explosion of the frequent patterns, making pattern mining at the server side computationally prohibitive; this phenomenon is made empirically evident in Section 8.3, and is explained by the fact that all items in such a D* have a large support. This is
the motivation for relaxing the equal-support constraint and introducing $k$-anonymity as a compromise.2

![Figure 7.2: Item support distribution in Encrypted TDB Coop; $k = 10, 20, \ldots, 50$](image)

**Definition 7.2.1** (Item $k$-anonymity). Let $D$ be a transaction database and $D^*$ its encrypted version. We say $D^*$ satisfies the property of item $k$-anonymity provided for every enciphered item $e \in E$, if there are at least $k - 1$ other distinct enciphered items $e_1, \ldots, e_{k-1} \in E$ such that $\text{supp}_{D^*}(e) = \text{supp}_{D^*}(e_i), 1 \leq i \leq k - 1$.

Figure 7.2 shows the effect of grouping together enciphered items into groups of $k$ items. For a given value of $k$, the support distribution resembles a descending staircase. With small $k$, the graph tends to the original support distribution in $D$; while as $k$ increases, the graph gets closer to the horizontal line discussed above. As the size of $D^*$ is the area below the graph, we can control the size of $D^*$ by an appropriate choice of $k$.

It is clear that under item-based attack, the crack probability of any enciphered item is no more than $1/k$. For set-based attack, we would like to achieve the upper bound of $1/k$ for the crack probability of every enciphered itemset. However, this is far from trivial, as will be shown in the next sections. We are now ready to give a statement of the problem studied in this chapter.

### 7.3 Problem Statement

To quantify the privacy guarantees of an encrypted database, we define the following notion:

**Definition 7.3.1** ($k$-Privacy). Given a database $D$ and its encrypted version $D^*$, we say $D^*$ is $k$-private if:

1. for each enciphered item $e \in D^*$, $\text{prob}(e) \leq 1/k$; and
2. for each enciphered itemset $E$ with support $\text{supp}_{D^*}(E) > 0$, $\text{prob}(E) \leq 1/k$.

This definition does not constrain the crack probability of enciphered itemsets which have no support in $D^*$. Intuitively, such enciphered itemsets are not interesting. This will be exploited in Section 7.4 in designing effective $k$-private encryption scheme. Formally, the problem we study is the following:

**Problem Studied** Given a plain database $D$, construct a $k$-private enciphered database $D^*$ by using substitution ciphers and adding fake transactions such that from the set of frequent enciphered patterns and their
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2 This notion can be seen as $k$-anonymity of the item support table with the support attribute as the QID.
support in $D^*$ sent to the owner by the server, the owner can reconstruct the true frequent patterns of $D$ and their exact support. Additionally, we would like to minimize the space and time incurred by the owner in the process and the mining overhead incurred by the server.

### 7.4 Encryption/Decryption Scheme

In this section, we discuss the details of the E/D module, responsible for the encryption of TDB and for the decryption of the enciphered patterns returned by the server.

#### 7.4.1 Encryption

In this section, we introduce the encryption scheme, called RobFrugal, which transforms a TDB $D$ into its encrypted version $D^*$. Our scheme is parametric w.r.t. $k > 0$ and consists of three main steps: (1) using 1-1 substitution ciphers for each plain item; (2) using a specific item $k$-grouping method; (3) using a method for adding new fake transactions for achieving $k$-privacy. The encryption scheme is a countermeasure to the item-based and set-based attacks discussed in Section 7.2.2: since the attacker knows the exact support of each item, we create a $k$-private $D^*$, such that the enciphered items cannot be broken based on their support. Once the groups of $k$ items have been formed, we create the fake transactions to be added to $D^*$. In principle, any set of transactions that covers exactly the new occurrences of items needed to achieve $k$-anonymity is admissible. The constructed fake transactions are added to $D$ (once items are replaced by enciphered items) to form $D^*$, and transmitted to the server. A record of the fake transactions, i.e., $DF = D^* \setminus D$, is stored by the E/D module, in the form of a compact synopsis, as discussed in Sections 7.4.3 and 7.4.4.

#### 7.4.2 Decryption

When the client requests the execution of a pattern mining query to the server, specifying a minimum support threshold $\sigma$, the server returns the computed frequent patterns from $D^*$. Clearly, for every itemset $S$ and its corresponding enciphered itemset $E$, we have that $\text{supp}_D(S) \leq \text{supp}_{D^*}(E)$. Hence, our encryption scheme guarantees that all itemsets frequent in $D$ will be returned, in enciphered version, by the server. But additional patterns frequent in $D^*$, but not in $D$, are returned as well. For each enciphered pattern $E$ returned by the server together with $\text{supp}_{D^*}(E)$, the E/D module trivially recovers the corresponding plain pattern $S$. It needs to reconstruct the exact support of $S$ in $D$ and decide on this basis if $S$ is a frequent pattern or not. To achieve this goal, the E/D module adjusts the support of $E$ by removing the effect of the fake transactions.

$$\text{supp}_D(S) = \text{supp}_{D^*}(E) - \text{supp}_{D^* \setminus D}(E).$$  (7.1)

This follows from the fact that support of an itemset is additive over a disjoint union of transaction sets. Finally, the pattern $S$ with adjusted support is kept in the output if $\text{supp}_D(S) \geq \sigma$. The calculation of $\text{supp}_{D^* \setminus D}(E)$ is performed by the E/D module using the synopsis of the fake transactions in $D^* \setminus D$. The encryption/decryption method is illustrated in Figure 7.3.

The proposed encryption/decryption scheme is a viable solution for privacy-preserving pattern mining over outsourced TDB, provided that a correct and efficient implementation exists. On the efficiency side, it is not practical to store the support $\text{supp}_{D^* \setminus D}(E)$ for every enciphered pattern! In order to realize the encryption scheme efficiently, we need to address the following technical issues:

1. How to cluster items into groups of $k$;
2. How to create the needed fake transactions;
3. How is the synopsis represented and stored;
4. How is the true support recovered efficiently.
Figure 7.3: E/D Module
7.4.3 Grouping items for \( k \)-anonymity

Given the item support table, several strategies can be adopted to cluster the items into groups of \( k \). As we discuss in Section 8.2 of the next chapter, not every grouping method yields the same privacy protection: in particular, in order to obtain the formal protection that itemsets (or transactions) cannot be cracked with a probability higher than \( \frac{1}{k} \), we need to use only grouping methods that yield groups of items that are unsupported in \( D \). We call such grouping methods robust.

**Definition 7.4.1.** Given a TDB \( D \) and a grouping \( G \) of the items occurring in \( D \), \( G \) is called robust for \( D \) iff, for any group \( G_i \) of \( G \), \( \text{supp}_D(G_i) = 0 \).

A simple grouping method, called Frugal, is the following, where we assume the item support table is sorted in descending order of support and refer to enciphered items in this order as \( e_1, e_2, \ldots \).

**Definition 7.4.2.** The Frugal method consists in grouping together enciphered items into groups of \( k \) adjacent items in the item support table in decreasing order of support, starting from the most frequent item \( e_1 \).

<table>
<thead>
<tr>
<th>Item</th>
<th>Support</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 7.1: Item support table for toy example

In other words, if \( e_1, e_2, \ldots, e_n \) is the list of enciphered items in descending order of support (w.r.t. \( D \)), the groups created by Frugal are \( \{e_1, \ldots, e_k\}, \{e_{k+1}, \ldots, e_{2k}\} \), and so on. The last group, if less than \( k \) in size, is merged with its previous group. We denote the grouping obtained using the above definition as \( G^\text{frug}_1 \). For example, consider the example TDB in Figure 7.3 and its associated (enciphered) item support table in Table 7.1. For \( k = 2 \), \( G^\text{frug}_1 \) has two groups: \( \{e_2, e_4\} \) and \( \{e_5, e_1, e_3\} \). This corresponds to the partitioning of the item support table shown in Table 7.2(a). Thus, in \( D^* \), the support of \( e_4 \) will be brought to that of \( e_2 \); and the support of \( e_1 \) and \( e_3 \) brought to that of \( e_5 \).

Given a TDB \( D \) and any grouping \( G \), the size of the encrypted database \( D^* \) (with fake transactions added) is automatically determined. E.g., for the grouping shown in Table 7.2(a), the corresponding \( D^* \) will have the size \( ||D^*|| = ||D|| + (5 - 5) + (5 - 3) + (2 - 2) + (2 - 1) + (2 - 1) \). The increase in the size of \( ||D^*|| \) is 4. We denote this increase in size as \( ||G|| \), i.e., \( ||D^*|| = ||D|| + ||G|| \).

As we show in the Section 8.1, considering that the support of the items strictly decreases monotonically Frugal grouping is optimal, among all the groupings with the item support table sorted in descending order of support. This means, it minimizes \( ||G|| \), the size of the fake transactions added, and hence the size \( ||D^*|| \).

So, the Frugal grouping is very simple and optimal, but is Frugal a robust grouping? The answer is no, in general. To see this point, consider the transaction table in Figure 7.3(a). Its encryption scheme and item support table are shown in Figure 7.4(b) and (c). Assume we consider 3-privacy. Frugal will partition \( e_1, e_2 \) and \( e_3 \) into one group, and \( e_4, e_5 \), and \( e_6 \) into another. It will consequently construct the fake transactions shown in Figure 7.4(d). Assume the attacker is aware of the algorithm and the frequency of the plaintext items. Then he can re-construct the fake transactions as \{beer, water\} of frequency 3 and \{vegetable\} of frequency 1. Compared with the 3-private database (Figure 7.4(e)), first, since \( \{e_2, e_3\} \) is the only itemset of length 2, the attacker can easily map \( \{e_2, e_3\} \) to \{beer, water\}, and restore the true frequency of the transaction \{beer, water\} to be 2. Second, since \( e_1, e_2, \) and \( e_3 \) are in the same anonymization group and thus of the same frequency in the 3-private database, the attacker can identify \( e_1 \) as \( \text{bread} \). After this, he can know that the remaining items are in the same anonymization group. By the reasoning on frequency, he can decrypt the remaining (encrypted) transactions. At this point, the attacker can re-construct the original database correctly.
The above example shows that Frugal may introduce anonymization groups that are not robust. The weakness comes from those items in the same groups also existing in the same transactions (e.g., item beer and water in the above example). Motivated by this, we introduce the RobFrugal grouping method, which consists in modifying Frugal in such a way that no group is a supported itemset in $D$.

**Definition 7.4.3.** Given a TDB $D$ and its Frugal grouping $G^{frug} = (G_1, \ldots, G_m)$, the grouping method RobFrugal consists in modifying the groups of $G^{frug}$ by repeating the following operations, until no group of items is supported in $D$:

1. Select the smallest $j \geq 1$ such that $\text{supp}_D(G_j) > 0$.
2. Find the most frequent item $i' \not\in G_j$ such that, for the least frequent item $i$ of $G_j$ we have: $\text{supp}_D(G_j \setminus \{i\} \cup \{i'\}) = 0$.
3. Swap $i$ with $i'$ in the grouping.

For example, given the item support table represented in Table 7.1, the grouping illustrated in Table 7.2 (b), obtained by exchanging $e_4$ and $e_5$ in the two groups of Frugal, is now robust: none of the two groups, considered as itemsets, is supported by any transaction in $D$. The aim of Step (2) in Definition 7.4.3 is to obtain a robust grouping while maintaining as small as possible the number of fake transactions that are added to achieve $k$-privacy. In particular, we will show the information about fake transactions can be maintained by the data owner using a compact synopsis. This step is used to ensure the synopsis is as
small as possible. Compared with Frugal, producing the (plain) fake transactions using RobFrugal requires access to the original database \( D \). Since the attacker has no access to \( D \), he cannot even produce the fake transactions in case of RobFrugal, and certainly cannot reconstruct \( D \).

The key property of RobFrugal is that, by construction, it is a robust grouping for any input TDB \( D \). Moreover, it is immediate to note that if the support in \( D \) of each group \( G_i \) of the initial grouping \( G^{frugal} \) is 0, then RobFrugal produces a robust and optimal grouping, where optimal means that it minimizes the number of the fake transactions that are created by our encryption approach. On the other hand, it should be noted that a grouping according to RobFrugal may not exist, depending on the extent of density/sparsity in the TDB. E.g., in a TDB where each pair of items occurs at least once together, RobFrugal will not find a grouping for \( k = 2 \). In this case, a simple solution is to keep increasing the value of \( k \) until a RobFrugal grouping scheme exists. The intuition is that as \( k \) gets larger it is less likely that there is a real transaction containing all items in a group. However, with a large \( k \), the number of fake transactions increases. This affects storage and processing at the server side although the data owner can always maintain information about fake transactions using a compact synopsis of size \( O(n) \), \( n \) being the number of items. In practice, we have found that even for small values of \( k = 10 \) - 50, a RobFrugal grouping scheme does exist. This was the case in all our experiments with real transaction data.

<table>
<thead>
<tr>
<th>Item</th>
<th>Support</th>
<th>Noise</th>
</tr>
</thead>
<tbody>
<tr>
<td>( e_2 )</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>( e_5 )</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>( e_4 )</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>( e_1 )</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>( e_3 )</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 7.3: Noise table for \( k = 2 \)

In RobFrugal encryption scheme, the output of grouping can be represented as the noise table. It extends the item support table with an extra column Noise indicating, for each enciphered item \( e \), the difference among the support of the most frequent enciphered item in \( e \)'s group and the support of \( e \) itself, as reported in the item support table. We denote the noise of a enciphered item \( e \) as \( N(e) \). Continuing the example, the noise table obtained with RobFrugal is reported in Table 7.3. The noise column indicates, for each enciphered item \( e \), the number of occurrences of \( e \) that are needed in \( D^* \) in order to bring \( e \) to the same support as the most frequent item of \( e \)'s group. As such, the noise table represents the tool for generating the fake transactions to be added to \( D \) to obtain \( D^* \). In particular, the total size of the needed fake transactions is exactly the summation of all the values in the Noise column of the noise table. The noise table provides a compact synopsis (using \( O(n) \) space, where \( n \) is the number of items) that can be stored by the E/D module, to support both the creation of the fake transaction and the decryption step.

### 7.4.4 Constructing fake transactions

It should be noted that given the frequency of enciphered items in the noise column, any exact covering of these occurrences by means of a suitable set of transactions yields a correct realization of our encryption scheme. However, we aim at devising a method for arranging fake transactions that allows for a compact synopsis with a strong protection level.

Given a noise table specifying the noise \( N(e) \) needed for each enciphered item \( e \), we generate the fake transactions as follows. First, we drop the rows with zero noise, corresponding to the most frequent items of each group or to other items with support equal to the maximum support of a group. Second, we sort the remaining rows in descending order of noise. Let \( e'_1, \ldots, e'_m \) be the obtained ordering of (remaining) enciphered items, with associated noise \( N(e'_1), \ldots, N(e'_m) \). The following fake transactions are generated:

- \( N(e'_1) - N(e'_2) \) instances of the transaction \( \{e'_1\} \)
- \( N(e'_2) - N(e'_3) \) instances of the transaction \( \{e'_1, e'_2\} \)
keys to retrieval of items from static sets. A minimal perfect hash function is a perfect hash function that maps \( n \) instances of the transaction \( \{e'_1, \ldots, e'_{m-1}\} \)

\( N(e'_m) \) instances of the transaction \( \{e'_1, \ldots, e'_m\} \)

Continuing the example, we consider enciphered items of non-zero noise in Table 7.3. The following two fake transactions are generated: 2 instances of the transaction \( \{e_5, e_3, e_1\} \) and 1 instance of the transaction \( \{e_3\} \). Note that even though the attacker may know the details of the construction method, he/she is not able to distinguish these fake transactions from the true ones, since the attacker does not have any background knowledge of frequency of item sets or of original transaction length distribution.

It can be shown that this method yields a minimum number of different types of fake transactions that equals the number of enciphered items with distinct noise. This observation yields a compact synopsis for the client of the introduced fake transactions.

The purpose of using a compact synopsis is to reduce the storage overhead at the side of the data owner who may not be equipped with sufficient computational resources and storage, which is common in the outsourcing data model.

An adversary may observe the duplicity in fake transactions. However, notice that duplicity may also be present in the real transactions. Second, we assume the attacker only has knowledge of the frequency of items, but not that of itemsets, nor the distribution of transaction lengths in the original database. Thus, the attacker cannot distinguish the fake transactions from the true ones.

As a final remark, we observe that fake transactions introduced by this method may be longer than any transactions in the original TDB \( D \). Recall that the attack model only includes plain items and their exact support in \( D \) as the background knowledge of the attacker and not the transaction lengths in \( D \). So, adding longer fake transactions technically does not constitute privacy breach. However, for added protection, we can consider shortening the lengths of the added fake transactions so that they are in line with the transaction lengths in \( D \). In our running examples above, we obtain 2 instances of fake transactions \( \{e_5, e_3, e_1\} \) and 1 instance of \( \{e_3\} \). These transactions are of length either 1 or 2. We briefly illustrate the idea here. Let \( l \) be the length suggested by RobFrugal for a fake transaction and let \( l > l_{\text{max}} \), where \( l_{\text{max}} \) is the maximum length of a transaction in \( D \). Then find the largest number \( q : q \leq l_{\text{max}} \) and one of the following holds: (i) \( q \) divides \( l \) evenly, or (ii) \( l \mod q = q \), or (iii) \( l \mod q < \lfloor l/q \rfloor \). Here, we can take \( l \mod q \approx q \) to be \( l \mod q = q - 1 \). If conditions (i) or (ii) hold, we simply split the fake transaction of length \( l \) into smaller ones of size \( q \) or \( q - 1 \). If condition (iii) holds, then we create \( [l/q] \) transactions of size \( q \). From the remaining set of \( l \mod q \) items, we add one each to \( l \mod q \) distinct transactions. So, we will have transactions of size \( q \) or \( q + 1 \). For example, suppose \( l = 50 \) and \( l_{\text{max}} = 7 \), the calculated \( q \) value equals to 7, i.e., the fake transaction of length 50 is split into 6 shorter ones of length 6, and 2 of length 7. More generally, there is enough flexibility in our framework to ensure that the distribution of fake transaction lengths is similar to that of the true transaction database. In our experiments (Section 8.3), we experimentally show the effectiveness of the procedure.

In order to implement the synopsis efficiently we use a hash table generated with a minimal perfect hash function [40]. Minimal perfect hash functions are widely used for memory efficient storage and fast retrieval of items from static sets. A minimal perfect hash function is a perfect hash function that maps \( n \) keys to \( n \) consecutive integers, usually \([0 \ldots n-1] \). Hence, \( h \) is a minimal perfect hash function over a set \( S \) if and only if \( \forall i, j \in S, h(j) = h(i) \) implies \( j = i \), and there exists an integer \( p \) such that the range of \( h \) is \( p, \ldots, p + |S| - 1 \). A minimal perfect hash function \( h \) is order-preserving if for any keys \( j \) and \( i \), \( j < i \) implies \( h(j) < h(i) \).

In our scheme, the items of the noise table \( e_i \) with \( N(e_i) > 0 \) are the keys of the minimal perfect hash function. Given \( e_i \), function \( h \) computes an integer in \([0 \ldots n-1] \), denoting the position of the hash table storing the triple of values \( \{e_i, \text{times}_i, \text{occ}_i\} \), where:

- \( \text{times}_i \) represents the number of times the fake transaction \( \{e_1, e_2, \ldots, e_i\} \) occurs in the set of fake transactions
- \( \text{occ}_i \) is the number of times that \( e_i \) occurs altogether in the future fake transactions after the transaction \( \{e_1, e_2, \ldots, e_i\} \).
7.4. ENCRYPTION/DECRIPTION SCHEME

Given a noise table with \( m \) items with non-null noise, our approach generates hash tables for the group of items. In general, the \( i \)-th entry of a hash table \( HT \) containing the item \( e_i \) has

\[
\begin{align*}
times_i & = N(e_i) - N(e_{i+1}) \\
occ_i & = \sum_{j=i+1}^{g} N(e_j)
\end{align*}
\]

where \( g \) is the number of items in the current group. Notice that each hash table \( HT \) represents concisely the fake transactions involving all and only the items in a group of \( g \leq l_{max} \) items. The hash tables for the items of non-zero noise in Table 7.3 are shown in Table 7.4. Given that in our example, \( l_{max} = 2 \), we need to split the 3 items of non-zero noise in Table 7.3 into two sets, each with associated fake transactions, coded by the two hash tables. Notice that any pattern consisting of items from different hash tables is not supported by any fake transactions.

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Table 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>((e_5, 1, 2))</td>
<td>((e_1, 2, 0))</td>
</tr>
</tbody>
</table>

Table 7.4: Hash tables of items of non-zero noise in Table 7.3

Finally, we use a (second-level) ordinary hash function \( H \) to map each item \( e \) to the hash table \( HT \) containing \( e \).

Note that after the data owner outsources the encrypted database (including the fake transactions), he/she does not need to maintain the fake transactions in its own storage. Instead the data owner only has to maintain a compact synopsis, which stores all the information needed on the fake transactions, for later recovery of real supports of item sets. The size of the synopsis is linear in the number of items and is much smaller than that of the fake transactions.

With the above data structure, we can define the function \( RS \) that allows an efficient computation of the real support of a pattern \( E = \{e_1, e_2, \ldots, e_n\} \) with fake support \( s \) (defined by Equation 7.1 in Section 7.4.2) as follows:

\[
RS(E) = s - (HT[h(e_{max})], \times e + HT[h(e_{max})], \times occ)
\]  

(7.2)

where: i) \( e_{max} \) is the item in \( E \) such that for \( 1 \leq j \leq n \), we have \( h(e_j) \leq h(e_{max}) \), and ii) \( HT[H(e_j)] \) is the hash table associated by \( H \) to any item \( e_j \) of \( E \). E.g., in Table 7.4 \( HT[H(e_5)] \) for \( E_1 = \{e_5\}, RS(E_1) = s_1 - (1+2), \) whereas for \( E_2 = \{e_5, e_3\}, RS(E_2) = s_2 - (2 + 0) \), where \( s_i \) is the fake support of \( E_i \). This is exactly right since \( e_5 \) is fakely added 3 times while \( e_3 \) is fakely added 2 times.

7.4.5 Implementing RobFrugal Efficiently

As explained above, the encrypt/decrypt module (in Figure 7.1) is a “black box” to the users. We explain some implementation details of this black box. Note that all these details are hidden in the encrypt/decrypt module. Users need not concern themselves with them.

The key to achieve RobFrugal is that for any group \( G \), efficiently check whether \( sup\{G\} > 0 \). For this purpose, the E/D module makes use of a simpler version of FP-tree [76] in order to store the TDB in a compressed way; however, the E/D module does not store transaction supports nor perform any mining. The data structure is composed of the well-known prefix tree structure and an item header table. In the prefix tree every node corresponds to an item in the database and contains three fields: the item name, the parent-link that is the link to the parent node and the node-link that links to the next node in the tree carrying the same item-name or null is there is none. Every path represents the items that are in the same transaction. The paths share the same prefix sub-trees, if there is any. Each entry in the item header table consists of two fields: the item name and the head of the node-link. In Figure 7.5 we show an example of TDB stored by the prefix tree. Note that the prefix tree is constructed once by the E/D module and is solely used for efficiently determining whether a given itemset has support > 0. The client can of course repeatedly issue mining queries to the server with various constraints on support threshold and item properties. The tree is constructed by two steps. First, scan the database once, collect the items, and sort them by their
frequency in descending order. Then scan the database for the second time. During this scan, for each transaction, re-order the items by their sorted orders, and insert the re-ordered transaction into the prefix tree. In particular, for the item \( i \) that immediately follows item \( j \) in the transaction, let \( n_i \) and \( n_j \) be their corresponding nodes in the prefix tree. If \( n_j \) has no child of the same item name as \( n_i \), then \( n_i \) is inserted as a new node under \( n_j \). The procedure is repeated until all transactions are inserted into the tree. Then checking whether \( \text{supp}(G) > 0 \) is equivalent to checking whether \( G \) corresponds to a path in the tree and this can be done efficiently using this structure. In particular, given an itemset \( G \) first of all, we have to sort the items by their frequency in descending order, then we access the header table using as key the last item \( e_j \). Therefore, we access directly to the first occurrence of that item into the prefix tree, the node \( n_i \). So, using the parent-link we visit the path reaching \( n_i \), starting from it and going up to root. If this path contains all the items of \( G \) then \( \text{supp}(G) > 0 \). Otherwise, by using the link-node field of \( n_i \) it is possible to analyze others paths containing the last item \( e_j \). If all the paths do not contain \( G \) then \( \text{supp}(G) = 0 \).

![Prefix tree diagram]

The complexity of the tree construction and support checking will be discussed in Section 8.1.

### 7.5 Incremental Maintenance

We now consider incremental maintenance of the encrypted TDB. The E/D module is responsible for this. We focus on batches of appends, which are very natural in data warehouses. Let \( D \) be an initial TDB and \( \Delta D \) be a set of transactions that are appended. Let \( D^* \) be the original encrypted TDB. The E/D module
stores $\mathcal{D}$ as a prefix tree $T$. Let $\text{syn}(\mathcal{D}, \mathcal{D}^*)$ denote the compact synopsis stored by the E/D module for encoding the generation of fake transactions in $\mathcal{D}^*$. The server and client have the item support tables $\text{IST}$ of $\mathcal{D}$ and $\text{IST}^*$ of $\mathcal{D}^*$.

Next, the new TDB $\Delta \mathcal{D}$ arrives, together with its item support table $\text{IST}_\Delta$. The following steps can be applied to obtain an incremental version of the E/D module according to the RobFrugal scheme:

1. The new transactions in $\Delta \mathcal{D}$ are inserted into the prefix-tree $T$, obtaining a cumulative representation of $\mathcal{D} \cup \Delta \mathcal{D}$. Also, a cumulative item support table $\text{IST}$ is constructed by adding the support of each item in $\text{IST}^*$ and $\text{IST}_\Delta$. In particular, for each item $e_i \in \text{IST}^*$ the support of $e_i$ is added to the support of $e_i \in \text{IST}_\Delta$. Clearly, $\text{IST}_\Delta$ could both:

   (a) not contain some item belonging to $\text{IST}^*$;

   (b) contain some new items.

   In the case (a) the support of these items in the cumulative item support table $\text{IST}$ is equal to the support of them in $\text{IST}^*$, while in the case (b) the support of these items in $\text{IST}$ is equal to their support in $\text{IST}_\Delta$. Note that, when the cumulative item support table $\text{IST}$ is constructed the method keeps the order of the items in the $\text{IST}^*$. So, if an item belonging to $\text{IST}^*$ is in the position $i$, then in the cumulative item support table $\text{IST}$ its position is $i$. When an item only belongs to the $\text{IST}_\Delta$, then this item is appended to the list. Clearly, the balance of support in each group is now generally destroyed by the new item supports, and it is needed to add new fake transactions to restore the balance.

2. The old grouping is checked for robustness w.r.t. the overall prefix-tree $T$ and the preexisting synopsis, which is equivalent to checking against to $\mathcal{D}^* \cup F^*$. If the check for robustness fails, than a new grouping is tried out with swapping, until a robust grouping is found. Then, the new synopsis for the new fake transactions is constructed as usual; notice that the new grouping is robust w.r.t. the new fake transactions by construction, as the most frequent item of each group does not occur in any fake transaction.

3. The E/D module uses both old and new synopses to reconstruct the exact support of a pattern received from the server.

   Our method extends to the case when simultaneously, a new batch is appended and old batch is dropped; the method also works in the case when new items arrive or old items are dropped.

   Notice that, neither of the works in literature addresses this concern. By contrast, we propose an incremental method for updating the compact synopsis maintained by the owner against (logical) updates to the database.
Chapter 8

Theoretical and Experimental Analysis

This chapter discusses the main technical and experimental results on the robustness and the effectiveness of our encryption/decryption scheme presented in the previous chapter. Our comprehensive experiments on a very large and real transaction database demonstrate that our technique is effective, scalable, and protects privacy.

Complexity. As we formally prove in Section 8.1, our scheme is effective and efficient. In fact, our complexity analysis shows that the encryption method requires

- \( O(n) \) storage, and
- \( O(n^2) \) time

where \( n \) is the number of distinct items (see Theorem 8.1.1). These complexity figures essentially concern the space and time needed for the creation and maintenance of the synopsis representing the fake transactions; we exploit the efficient representation of the transactional database \( \mathcal{D} \) as a prefix-tree (described in Section 7.4.5). Concerning decryption, we find that the procedure to recover the true support of a pattern by using the synopsis requires \( O(m) \) time, where \( m \) is the size of the pattern (Theorem 8.1.3).

Privacy. In Section 8.2 we conduct a formal analysis based on our attack model and show that, if the adopted grouping is robust, the upper bound for the crack probability is \( \frac{1}{k} \) both in the case of item-based attack (Theorem 8.2.2) and in the case of set-based attack (Theorem 8.2.4). This means that the probability that an individual item and an itemset are broken is controlled to be below the threshold \( k \) chosen by the owner. Given that the \( \text{RobFrugal} \) grouping is robust by construction, we conclude that our encryption/decryption scheme enjoys this general privacy protection result.

From theory to practice. In Section 8.3 we conduct a detailed experimental analysis of our scheme using a large real data set from the \( \text{Coop} \) store chain in Italy as well as, for further evidence, synthetic data. Our results show that our encryption scheme is effective, scalable, and achieve the desired level of privacy. Further, our results demonstrate that the \( \text{RobFrugal} \) scheme introduces a negligible overhead.

Moreover, although the theoretical results demonstrate a remarkable guarantee of protection against the two kind of attacks, presented in Section 7.2, and the practicability and the effectiveness of the proposed scheme, through our experiments on both real-world and synthetic transactional databases we observed that both privacy protection and run time performance are much better than the theoretical worst-cases suggested by the above results. Why? Concerning privacy, the explanation is that the probability of crack generally decreases with the size of the itemset: \( \frac{1}{k} \) is an upper bound that essentially applies only to individual items, not itemsets (under the hypothesis that the adopted grouping is robust). Concerning performance, the explanation is that in real-life transaction datasets, the item support distribution (as well as the itemset support distribution) follows a power-law: the item at rank \( x \) in the item support table has a support that is proportional to \( \frac{1}{x^\beta} \), for some parameters \( \alpha \) and \( \beta \). This is a natural assumption in real-life transaction databases, studied in depth in [35]; in our experiments over the Coop TDB, described in Section 1.2.1, we found \( \beta \approx 0.5 \) and \( \alpha \approx 30.000 \). The power-law distribution implies that there are a few items with large support and a heavy right-skewed tail of items with very low support (see, e.g., Figure 1.5(a)).
Concerning the run time performance, the power-law distribution also facilitates the search for a robust grouping: the identification of robust \( k \)-groups becomes quicker and quicker while proceeding from left to right in the item distribution, as the probability that \( k \) items in the same group do not co-occur in any transactions grows fast. All our experiments, indeed, confirm that for all values of \( k \), the actual incurred overhead of using RobFrugal is negligible, far below the theoretical worst-case \( O(n^2) \) complexity.

### 8.1 Complexity analysis

We now study its theoretical time and space complexity of the E/D scheme. We also analyze the encryption scheme on its ability to deliver as little added noise as possible, finding that, in certain circumstances, it is optimal.

#### 8.1.1 Complexity of the E/D scheme

Recall that \( n \) is the number of (distinct) items in \( D \) and \( l_{\text{max}} \) is the maximum transaction length in \( D \). We make two assumptions: first, the transaction dataset \( D \) is maintained in its compact prefix-tree format described in Section 7.4.5, second, coherently with the incremental framework, we assume that each batch of the TDB is limited by a maximum number \( M \) of transactions – i.e., \( M \) is the width of the window for the the incremental update of the encrypted TDB, which happens because either a time threshold or the upper bound \( M \) is reached.

Concerning the prefix tree representation of \( D \), it should be noted that it can be constructed with \( O(||D||) \) storage and \( O(||D||) \) time. This result is tight, as constructing the prefix-tree requires \( D \) to be examined: it is essentially the cost of reading the input TDB, and as such adds little overhead. In our real life Coop TDB, building the prefix tree of \( D \) took less than 10 seconds.

The RobFrugal scheme uses the list of items with their support and performs repeated queries over the prefix-tree representation of \( D \) efficiently, in order to check whether the groups of items are unsupported.

**Theorem 8.1.1.** The RobFrugal encryption scheme requires \( O(n) \) storage and \( O(n^2) \) time.

**Proof.** We show that each step of the RobFrugal encryption method is linear in \( n \) in space and quadratic in time. Notice that RobFrugal in order to guarantee the \( k \)-private grouping has to assure that each \( k \)-group does not occur in \( D \). In order to check this fact efficiently the E/D module makes use of data structure described in Section 7.4.5 in order to represent \( D \). The generation of fake transactions requires: (1) to generate the \( k \)-private grouping and (2) the creation of the hash tables. The phase (1) generates a grouping such that for each \( k \)-group \( G \), \( \text{supp}_D(G) = 0 \); for checking this condition we use the prefix tree as described in Section 7.4.5. The worst case requires to check the support of \( O(n^2) \) \( k \)-groups, where \( n \) is the number of items. Given a \( k \)-group \( G \), in order to check whether \( \text{supp}_D(G) = 0 \), in the worst case, all the paths containing the last item \( e_j \) of \( G \) have to be visited. This operation can be done, as explained in Section 7.4.5, efficiently. In general, in the prefix tree the number of occurrences of a node with item-name \( e_j \) (denoted by \( \text{Occ}(e_j) \)) depends on both the support of the item and the position of the item in the sorted list of items. Given an item \( e_j \) in position \( x \) in the sorted list then \( e_j \) should occur in the tree at most \( 2^{x-1} \) times but it has to be considered also the support of this item in \( D \). So, the number of occurrences of \( e_j \) is \( \text{Occ}(e_j) = \min\{\text{supp}_D(e_j), 2^{x-1}\} \). A very pessimistic upper bound of \( \text{Occ}(e_j) \) is the maximum support of an item in \( D \), which in turn is overestimated using \( M \), i.e., the bound to the number of transactions in each batch. Next, since a path in the prefix tree represents a transaction, the number of nodes to be visited in each path is bounded by \( l_{\text{max}} \). Summarizing, the number of nodes to be visited to check whether \( \text{supp}_D(G) = 0 \) is \( O(M \times l_{\text{max}} \times n^2) \), so the complete step (1) requires \( O(M \times l_{\text{max}} \times n^2) \) time. In our setting, \( M \times l_{\text{max}} \) is a constant, so the time required is \( O(n^2) \). Next, we show how the generation of the synopsis (hash tables, step (2)) requires \( O(n \log n) \) time. First, the list of items with non null noise values is sorted in descending order of noise and then the hash tables are created in order to store the fake transactions efficiently. The cost of this operation is \( O(n \log n) \) for sorting and \( O(n - \frac{n}{10}) \) for the creation of the hash tables. In fact, we have to visit the list of items with non null noise values: by construction, at least the \( \frac{n}{10} \) most frequent items of each group do not occur in this list. Clearly, the cost of step (1) dominates the cost of step (2). So we conclude that the generation of fake transactions, and so RobFrugal requires \( O(n^2) \) time. In order to
encode the fake transactions, RobFrugal uses the list of items with their support and noise value, requiring $O(n)$ space. Moreover, this method generates perfect hash tables containing all the items with non null noise values. Again, the collection of these items contains at most $n - \frac{n}{k}$ items because, for each group of $k$ items, the item with highest support value has null noise value. Therefore, we conclude that the fake transactions are encoded using $O(n)$ space.

Concerning the time complexity of RobFrugal, we remark that the worst-case reasoning adopted in the above proof is extremely pessimistic compared to real situations, as our experiments pointed out, for two different reasons: first, we used the number $M$ of transactions in the current batch as an upper bound to the support of an item, and second, we used $n^2$ as an upper bound to the number of swaps needed to find a robust $k$-group. Both upper bounds are unrealistic, given the power law distribution of item support: only a few items have a large support, while most have a small support. This explains why, in practice, the number of occurrences of each item in the prefix-tree is very small: the max value of $Occ(e_j)$ is the value $c$ of the intersection between the two functions $\frac{x}{2^k}$ and $2^{x-1}$, so for the first few items with large support $Occ(e_j)$ is small because $2^{x-1}$ is small, and for the many other items $Occ(e_j)$ is small because their support is small. Also, the power law distribution explains why far less of $n^2$ checks of robustness are needed: items get quickly smaller support as their rank increases, so the chance of finding unsupported $k$-groups also sharply increases as swaps exchange lower rank with higher rank items in a $k$-group.

As a direct consequence of the above Theorem 8.1.1, we have the following complexity result for the incremental maintenance of the encrypted TDB.

**Theorem 8.1.2.** The incremental encryption procedure encodes the fake transactions in $O(n)$ storage and $O(n^2)$ time.

In fact, we observe that incremental maintenance has a cost of applying RobFrugal on the cumulative item support table IST constructed by adding the support of each item in IST$^+$ and $\Delta$IST, where IST$^+$ is the item support table of the current encrypted database $D^+$, and $\Delta$IST is the item support table of the new batch $\Delta D$. It is readily checked that the same argument used in the proof of Theorem 8.1.1 applies.

Next, we study the cost of deciphering the patterns received from the server. We envision a search-engine-like interaction between the server and the client: upon a mining request from the client, with a specified threshold $\sigma$, the server returns the resulting frequent patterns in small batches. The next result points out that the client can reconstruct the actual support of each pattern efficiently by using its synopsis.

**Theorem 8.1.3.** Given a enciphered pattern $E$ with its fake support from the server, the decryption procedure computes its actual support in $O(|E|)$ time.

**Proof.** In order to compute the actual support value of a given itemset $E$ returned from the server, it is necessary to use the perfect hash tables that represent the fake transactions. First of all, the client by using any item $e \in E$ and the second-level hash function $H$ selects the hash table $HT$ containing $e$. Then, it selects the item $e_{\text{max}} \in E$ such that for each $e \in E$ $h(e) < h(e_{\text{max}})$, where $h$ is the perfect hash function for the hash table $HT$. In this way, the client can take the entry values of the hash table to compute the real support. To this purpose, a number of lookups equal to the number of items in the pattern is needed. The perfect hashing gives hash tables where the time to make a lookup is constant in the worst case. Therefore, the time complexity for the computation of the real support of a single pattern is $O(|E|)$.

As a consequence of the above result, reconstructing the true support of a collection of patterns can be done in time linear in the total size of the patterns. This result is significant, in that it motivates the theoretical feasibility of our encryption/decryption method: decryption by the E/D module has a minimal cost, i.e., the cost of seeing the output from the server; on the other hand, the cost of mining frequent itemset at server side is generally much larger than merely listing the final output itemsets, as the computation needs to traverse a a worst-case exponential search space of possible candidate itemsets.

### 8.1.2 Optimality of the encryption scheme

In this section, we show how the simple Frugal grouping is optimal, under the rather natural assumption that the item support distribution is a monotonically decreasing function - a rather natural assumption, given
that, as we have observed, this distribution follows a power law. Here optimality means that Frugal creates groups in such a way that the size of noise added by the fake transactions is the minimal needed to obtain a $k$-private TDB. The consequence of this result is that, in the case that the groups created by Frugal are robust (which is very frequent in practice, as found in our experiments) our E/D scheme has the extra property that the encrypted TDB is as small as possible to achieve $k$-privacy, thus putting the minimal overhead over mining at server level, henceforth deciphering at client level. We now introduce some notation to simplify our proof.

**Definition 8.1.1** (Terminal/Non-terminal sub-partitions). Given a partition $P = \{P_1, \ldots, P_n\}$, where each $p_i (1 \leq i \leq n)$ consists a set of integers, we call the last sub-partition $p_n$ the terminal sub-partition, and all the other $p_i$s non-terminal partitions.

**Definition 8.1.2** (Decreasing-delta integer sequence). Given a sequence of positive integers $A$ sorted in decreasing order, $A$ is a decreasing-delta sequence if it satisfies that $\forall a_i, a_j \in A$, $a_i - a_{i+1} < a_j - a_{j+1}$, whenever $j < i$.

The proof of optimality of the Frugal scheme consists of splitting on both terminal and non-terminal subpartitions. We start from split on non-terminal subpartition.

**Lemma 8.1.1** (Split on Non-terminal subpartition). Given a decreasing-delta integer sequence $A$, in which each positive integer equals to the frequency of a unique item in the database, let $P = \{P_1, \ldots, P_m\}$ be a partition of $A$ such that $\forall P_i \in P(1 \leq i \leq m)$, $|P_i| \geq k$, where $k$ is the given value for $k$-anonymity. Then if there exists any non-terminal sub-partition $P_i \in P(1 \leq i < m)$ s.t. $|P_i| > k$, then we can always produce a partition $P'$ by moving the smallest $|P_i| - k$ elements from $P_i$ to $P_{i+1}$, More precisely, given $P = \{P_1, \ldots, P_{i-1}, P_i = \{a_1, \ldots, a_{j+k-1}, a_{j+k}, \ldots, a_m\}, P_{i+1} = \{a_{q+1}, \ldots, a_t\}, P_{i+2}, \ldots, P_m\}$, and $P' = \{P_1, \ldots, P_{i-1}, P'_i = \{a_1, \ldots, a_{j+k-1}\}, P'_{i+1} = \{a_{j+k}, \ldots, a_q\} \cup P_{i+1}, P_{i+2}, \ldots, P_m\}$, it is always true that $n \geq n'$, where $n$ and $n'$ are the total number of noise items of $P$ and $P'$ needed to satisfy $k$-anonymity.

**Proof.** Let $n_i$ be the size of noise for the partition $P_i$. Thus it is straightforward that $n = n_1 + n_2 + \cdots + n_i + n_{i+1} + n_{i+2} + \cdots + n_m$, and $n' = n_1 + n_2 + \cdots + n'_{i-1} + n'_{i+1} + n_{i+2} + \cdots + n_m$. Thus $n - n' = n_i + n_{i+1} - (n'_{i-1} + n'_{i+1})$.

Following our $k$-anonymity procedure, for each sub-partition $\{a_1, \ldots, a_j\}$ (in descending order), the size of noise items equals to $(a_i - a_{i+1} + \cdots + a_t - a_j)$. We have:

\[
\begin{align*}
n_i + n_{i+1} & = (a_1 - a_{i+1} + \cdots + a_i - a_{i+k-1} + \cdots + a_t - a_q) + (a_{q+1} - a_{q+2} + \cdots + a_{q+k} - a_t) \tag{8.1} \\
& = ((q-l) * a_i - a_{i+1} - \cdots - a_{i+k-1} - a_{i+k} - a_{i+k+1} - \cdots - a_q) + ((t - q - 1) * a_{q+1} - a_{q+2} - \cdots - a_t),
\end{align*}
\]

and

\[
\begin{align*}
n'_i + n'_{i+1} & = (a_1 - a_{i+1} + \cdots + a_i - a_{i+k-1}) + (a_{i+k} - a_{i+k+1} + \cdots + a_{t-k}) - (a_{q+1} + \cdots + a_{t}) \tag{8.2} \\
& = ((q-l) * a_i - a_{i+1} - \cdots - a_{i+k-1}) + ((t - l - k) * a_{i+k} - a_{i+k+1} - \cdots - a_q) - a_{q+1} - \cdots - a_t)
\end{align*}
\]

From Equations (8.1) and (8.2) we have:

\[
\begin{align*}
n_i + n_{i+1} - (n'_i + n'_{i+1}) & = (q - l - k + 1) * a_i - (1 + t - l - k) * a_{i+k} + (t - q) * a_{q+1}. \tag{8.3}
\end{align*}
\]

We can do the following inference:
8.1. COMPLEXITY ANALYSIS

\[ n_i + n_{i+1} - (n'_i + n'_{i+1}) = (q - l - k + 1) * a_l - (1 + t - l - k) * a_{l+k} + (t - q) * a_{q+1} \]  \hspace{1cm} (8.4)

\[
= (q - l - k + 1) * a_l - (q - l - k + 1) * a_{l+k} + (q - l - k + 1) * a_{l+k} - (1 + t - l - k) * a_{l+k} + (t - q) * a_{q+1} + (q - l - k + 1) * a_{l+k} - (q - l - k + 1) * a_{q+1}
\]

Thus, we can infer the lowerbound of \( \Delta \) as:

\[ n_i + n_{i+1} - (n'_i + n'_{i+1}) = (q - l - k + 1) * \Delta_{t,l+k} - (t - q) * \Delta_{l+k,q+1} \]  \hspace{1cm} (8.5)

Following our assumption that item support distribution is a monotonically decreasing function, which is called decreasing delta in the following, it is always true that

\[ \Delta_{i,i+1} \geq \Delta_{i+1,i+2} + 1, \]

Thus, we can infer the lowerbound of \( \Delta_{i,j} \) as:

\[ \Delta_{i,j} = \Delta_{i,i+1} + \Delta_{i+1,i,j} \]

\[ = \Delta_{i,i+1} + \Delta_{i+1,i+2} + \Delta_{i+2,j} \]

\[ = \ldots \]

\[ = \Delta_{i,i+1} + \Delta_{i+1,i+2} + \ldots + \Delta_{j-2,j-1} + \Delta_{j-1,j} \]

\[ \geq ((j - i) + \Delta_{j-1,j}) + (j - i - 1) + \Delta_{j-1,j} + \ldots + (1 + \Delta_{j-1,j}) + \Delta_{j-1,j} \]

\[ = (j - i + j - i - 1 + \ldots + 1) + (j - i) * \Delta_{j-1,j} \]

\[ = (j - i)(j - i + 1)/2 + (j - i) * \Delta_{j-1,j} \]

We also have the upperbound of \( \Delta_{i,j} \) as:

\[ \Delta_{i,j} = \Delta_{i,i+1} + \Delta_{i+1,i,j} \]

\[ = \Delta_{i,i+1} + \Delta_{i+1,i+2} + \Delta_{i+2,j} \]

\[ = \ldots \]

\[ = \Delta_{i,i+1} + \Delta_{i+1,i+2} + \ldots + \Delta_{j-2,j-1} + \Delta_{j-1,j} \]

\[ \leq (\Delta_{i-1,i} - 1) + (\Delta_{i-1,i} - 2) + \ldots + (\Delta_{i-1,i} - j) \]

\[ = (j - i) * \Delta_{i-1,i} - (j - i)(j - i + 1)/2 \]

Then we have:

\[ n_i + n_{i+1} - (n'_i + n'_{i+1}) = (q - l - k + 1) * \Delta_{t,l+k} - (t - q) * \Delta_{l+k,q+1} \]  \hspace{1cm} (8.8)

\[ \geq (q - l - k + 1) * (k(k + 1)/2 + k * \Delta_{t+k-1,t+k} - (t - q) * ((q + 1 - l - k)\]

\[ * (t - q) * (q + 2 - l - k)(q + 1 - l - k)/2 \]

\[ = \Delta_{t+k-1,t+k} * (q - l - k + 1) * (t - q - k) + (q - l - k + 1) * k * (k + 1)/2 \]

\[ + (t - q) * (q + 2 - l - k)(q + 1 - l - k)/2 \]

Since \( \{a_{q+1}, \ldots, a_{l} \} \) is a partition in \( P_1 \), its size must of at least \( k \). Thus it is true that \( t - q - k \geq 0 \). Similary, due to the partition \( \{a_1, \ldots, a_{l+k-1}, \ldots, a_{q} \}, \) \( (q + 1 - l - k) \geq 0 \). Thus Equation 8.8 must be no less than 0, i.e., \( n_i + n_{i+1} - (n'_i + n'_{i+1}) \geq 0 \). Then \( n \geq n' \) always stands. The lemma follows.
Decreasing-delta VS. non-increasing-delta sequence

Note that Lemma 8.1.1 only holds for the decreasing-delta sequence. Non-increasing-delta sequence may make Lemma 8.1.1 fail. The following is an example:

**Example 8.1.1.** Consider 8 values of frequencies \{8, 7, 6, 5, 4, 3, 2, 1\} sorted in descending order, and \(k = 3\). For the partition \(\mathcal{P} = \{8, 7, 6, 5\}, \{4, 3, 2, 1\}\), the lemma will create \(\mathcal{P}' = \{8, 7, 6\}, \{5, 4, 3, 2, 1\}\). However, \(\mathcal{P}\) needs 12 noise items, while \(\mathcal{P}'\) needs 13 noise items, which is worse than \(\mathcal{P}\), to satisfy 3-anonymity. This example shows that non-increasing-delta sequences cannot guarantee the correctness of splitting on non-terminal sub-partitions.

After the split on non-terminal sub-partitions, then we discuss split on terminal sub-partitions.

**Lemma 8.1.2** (Split on Terminal sub-partitions). Given a decreasing-delta integer sequence \(\mathcal{A}\), in which each positive integer equals to the frequency of a unique item in the database, let \(\mathcal{P} = \{P_1, \ldots, P_m\}\) be a partition of \(\mathcal{A}\) such that \(\forall P_i \in \mathcal{P}, 1 \leq i \leq m, |P_i| \geq k\), where \(k\) is the given value for \(k\)-anonymity. Then if the terminal sub-partition \(P_m\) satisfies that \(|P_m| > 2k\), then we can always produce a partition \(\mathcal{P}'\) in which \(P_m\) is split into two partitions \(P_m'\) and \(P_{m+1}\) by moving the smallest \(|P_m| - k\) elements from \(P_m\) to \(P_{m+1}\). More precisely, given \(P = \{P_1, \ldots, P_m = \{a_1, \ldots, a_{l+k-1}, a_{l+k}, \ldots, a_q\}\}\), and \(\mathcal{P}' = \{P_1, \ldots, P_m' = \{a_1, \ldots, a_{l+k-1}\}, P_{m+1}' = \{a_{l+k}, \ldots, a_q\}\}\), where \(q \geq l + 2k - 1\), it is always true that \(n \geq n'\), where \(n\) and \(n'\) are the total number of noise items of \(\mathcal{P}\) and \(\mathcal{P}'\) needed to satisfy \(k\)-anonymity.

**Proof.** Let \(n_t\) be the size of noise for the partition \(P_t\). It is straightforward that \(n = n_1 + \cdots + n_m\), and \(n' = n_1 + \cdots + n_m' + n_{m+1}\). Thus \(n - n' = n_m - n_m' - n_{m+1}\).

Following our \(k\)-anonymity procedure, for each sub-partition \(\{a_1, \ldots, a_q\}\) (in descending order), the size of noise equals \((a_1 - a_{l+1} + \cdots + a_q)\). We have:

\[
n_m = (a_l - a_{l+1} + \cdots + a_l - a_q) = ((q - l) \ast a_l - a_{l+1} - \cdots - a_{l+k} - \cdots - a_q) \tag{8.9}
\]

and

\[
n_m' + n_{m+1} = (a_l - a_{l+1} + \cdots + a_{l+k} - a_q) = (k - 1) \ast a_l - a_{l+1} - \cdots - a_{l+k-1} + (q - l - k) \ast a_{l+k} - a_{l+k+1} - \cdots - a_q \tag{8.10}
\]

Based on Equation (8.9) and (8.10), we can infer that:

\[
n_m - (n_m' + n_{m+1}) = (q - l - k + 1) \ast (a_l - a_{l+k}) \tag{8.11}
\]

Following our assumption that \(a_i\)s are sorted in decreasing order, \(a_l > a_{l+k}\). Thus it must be true that \(n_m > n_m' + n_{m+1}\). The theorem follows.

**Theorem 8.1.4** (Optimality of the Greedy Approach). Given a decreasing-delta integer sequence \(\mathcal{A}\), in which each positive integer equals to the frequency of a unique item in the transaction database, then the following partition \(\mathcal{P} = \{a_1, \ldots, a_k\}, \{a_{k+1}, \ldots, a_{2k}\}, \ldots, \{a_{\lfloor \frac{n}{k} \rfloor k+1}, \ldots, a_n\}\) always returns the smallest total number of noise items that \(\mathcal{P}\) needs to satisfy \(k\)-anonymity.

**Proof.** The correctness of the theorem is implied by Lemma 8.1.1 and 8.1.2.

## 8.2 Privacy Analysis

Recall from Section 7.2.1 that the attacker’s knowledge includes the fact that the encryption used by the owner uses a 1-1 substitution cipher for each item and then adds fake transactions. Thus, he knows that for every enciphered item \(e\), \(\text{supp}_{\mathcal{D}}(i) \leq \text{supp}_{\mathcal{D}'}(e)\), where \(i\) is the true plain item corresponding to \(e\). Recall moreover that we assume the attacker does not have the knowledge about the frequency of item sets nor about the distribution of transaction lengths in the original database. In the next sections, we discuss the details of the item-based attack and itemset-based attack (described in Section 7.2.2) using the attacker’s prior knowledge above. We also analyze the privacy guarantees of the RobFrugal scheme against these two attacks.
8.2.1 Item-based Attack

For each enciphered item $e$, the attacker tries to infer the true plain item $i$ corresponding to $e$. Recall that the attacker knows $\text{supp}_D(e)$ and $\text{supp}_D(i)$, and that $\text{supp}_D(i) \leq \text{supp}_D(e)$. Based on this, for each enciphered item $e$, he can construct a set of candidate items which could have been transformed by the owner to $e$. It’s tempting to think that all items $i'$ such that $\text{supp}_D(i') \leq \text{supp}_D(e)$ are candidates for $e$. However, this can be narrowed down substantially as follows. Let $e_n$ be any enciphered item with the smallest support in $D^*$. Consider the set of all enciphered items $E$ that have the same support in $D^*$ as $e_n$ and let $S = \{i' \mid \text{supp}_D(i) \leq \text{supp}_D(e_n)\}$. By the grouping established using RobFrugal, we must have $|S| = |E|$ and $\forall e \in E$, the set of candidate items must be $S$. Now, consider any enciphered item $e$ with support $\text{supp}_D(e) > \text{supp}_D(e_n)$. It is easy to see that any item $i \in S$ corresponding to $e_n$ cannot be in the candidate set of $e$, since mapping $e$ (back) to $i$ would make it infeasible to map all enciphered items consistently to an item, while respecting the support constraints. Using this notion, the attacker can prune the set of candidate sets of items as follows. Let $ICand(e) = \{i' \mid \text{supp}_D(i') \leq \text{supp}_D(e)\}$ be the initial candidate set, $\forall e \in E$. The attacker can sort the enciphered items in non-decreasing order of their frequency in $D^*$. Let $S = \{e_1, ..., e_m\}$ be the set of enciphered items with the smallest support in $D^*$. He can infer: (1) $ICand(e_1) = \cdots = ICand(e_m)$ and $|ICand(e_i)| = m(1 \leq i \leq m)$. Clearly, every enciphered item $e_i \in S$ must be mapped to a plain item in $ICand(e_i)$, and no enciphered item in $E - S$ can be mapped to a plain item in $ICand(e_i)$, since doing so makes it impossible to map all enciphered items consistently back to some plain item. Thus, the attacker can remove both $S$ and $ICand(e)$ from further consideration. This has the effect of pruning $ICand(e)$, for every enciphered item $e \in E - S$. Now, the attack can repeat the procedure on the remaining list of $E - S$ until he prunes the initial candidate set of every enciphered item. Denote the set of candidates for a enciphered item $e$ as $Cand(e)$, $\forall e \in E$. Define a mapping $\iota: E \rightarrow I$ to be consistent provided $\text{supp}_D(\iota(e)) \leq \text{supp}_D(e)$. An assignment $\iota \rightarrow i$ of an item to a enciphered item is feasible if there is a consistent mapping $\iota: E \rightarrow I$ such that $\iota(e) = i$. A candidate set for a enciphered item is minimal provided assigning any item from the candidate set to the enciphered item is a feasible assignment. We have:

**Theorem 8.2.1.** For every enciphered item $e \in E$, let $Cand(e)$ be the corresponding candidate set computed by the above pruning procedure. Then every candidate set $Cand(e)$ is minimal. Furthermore, $Cand(e) = \{i' \mid \text{supp}_D(i') = \text{supp}_D(e)\}$, where $i'$ is the true plain item corresponding to $e$.

The proof of Theorem 8.2.1 is straightforward from the pruning procedure. For better understanding, we illustrate the theorem and the pruning procedure with an example below.

**Example 8.2.1.** Consider a transaction database $D$ containing items $i_1, ..., i_6$. Let $e_j$ be the substitution cipher corresponding to $i_j$. Let the support distribution of items in $D$ correspond to Table 8.1 with the supports of plaintext and enciphered items are stored in the column “$\text{supp}_D(i)$” and “$\text{supp}_D(e)$”. The “Noise” column records the additional support of items by fake transactions. It is easy to verify that $ICand(e_1) = ICand(e_2) = \{i_1, i_2, i_3, i_4, i_5, i_6\}$, $ICand(e_3) = ICand(e_4) = \{i_3, i_4, i_5, i_6\}$, and $ICand(e_5) = ICand(e_6) = \{i_5, i_6\}$. Now, after sorting enciphered items on support, the attacker can infer that $Cand(e_5) = Cand(e_6) = \{i_5, i_6\}$. Then the attacker removes $i_5, i_6$ from $ICand(e_3)$ and $ICand(e_4)$ and concludes that $Cand(e_3) = Cand(e_4) = \{i_3, i_4\}$. Similarly, he concludes that $Cand(e_1) = Cand(e_2) = \{i_1, i_2\}$.

Assuming every candidate item is equally likely to be the true plain item corresponding to a given enciphered item, we have:

**Theorem 8.2.2.** Let $D$ be a transaction database and $D^*$ the encrypted database produced by the RobFrugal scheme. Then for every enciphered item $e$, the probability of its crack is bounded by: $\text{prob}(e) \leq 1/k$, where $k$ is a given parameter for item $k$-anonymity.

The correctness of Theorem 8.2.2 follows from the construction details of fake items for RobFrugal. Indeed, suppose there are $n$ anonymization groups produced by RobFrugal. Since the mappings between plaintext and ciphertext items inside an anonymization group are independent of mappings inside any other anonymization group, there are $O(k^n)$ possible mappings of plaintext and enciphered transactions. By controlling the parameter $k$, the owner can control the crack probability of enciphered items. The owner
With respect to such an attack model, we can choose a value for $k$ by striking a balance between increased privacy and increased server side overhead for mining the encrypted database. Note that we assume the attacker only knows support of single items. With respect to such an attack model, $k$-privacy for item-based attack is indeed the existence, for each enciphered item, of at least $k - 1$ distinct other items with the same support. This is exactly in the same spirit as in the classical notion of $k$-anonymity in the case of micro-data.

### 8.2.2 Set-based Attack

Consider a enciphered itemset $E = \{e_1, e_2, \ldots, e_m\}$ in $\mathcal{D}^*$, and suppose that this itemset has support $\text{supp}_\mathcal{P}(E) > 0$ (patterns with zero support are uninteresting). Note that the itemset can be a transaction or a pattern. The attacker can construct the possible candidate sets for $E$ as follows.

**Definition 8.2.1.** The set of possible plain item candidate sets $\text{Cand}(E)$ for $E$ are defined as follows: \forall enciphered item $e_j \in E$, pick any plain item $i_\ell$ from $\text{Cand}(e_j)$, making sure that for any $e_j, e_\ell \in E, j \neq \ell$, the chosen plain items $i_\ell \in \text{Cand}(e_j)$ and $i_\ell \in \text{Cand}(e_\ell)$ are distinct. A plain itemset belongs to $\text{Cand}(E)$ iff it is generated using the above step.

It is worth emphasizing that $\text{Cand}(e)$ for a enciphered item is a candidate set of items whereas $\text{Cand}(E)$ for a enciphered itemset denotes the set of candidate itemsets for $E$. The following example illustrates these notions. Notice that by construction of $\mathcal{D}^*$, each enciphered item is indistinguishable from at least $k - 1$ other enciphered items, based on support. So, given a enciphered itemset $E$, the attacker can map each enciphered item $e_j \in E$ independently to some distinct item plain item $i_\ell$ such that $i_\ell$ is induistinguishable from $e_j$. This is the intuition behind the candidate set of itemsets $\text{Cand}(E)$.

**Example 8.2.2.** Consider the database in Example[8.2.7] Given the enciphered itemset $E = \{e_1, e_3, e_4, e_6\}$, its $\text{Cand}(E)$ consists of the following sets: $S_1 = \{i_1, i_3, i_4, i_6\}$, $S_2 = \{i_2, i_3, i_4, i_5\}$, $S_3 = \{i_1, i_3, i_4, i_6\}$, and $S_4 = \{i_2, i_3, i_4, i_6\}$. Note in particular that the subset $\{e_3, e_4\}$ is always mapped to the plain itemset $\{i_3, i_4\}$.

Given a enciphered itemset $E$, the attacker finds the candidate set of itemsets $\text{Cand}(E)$. Assuming equal likelihood, he can guess the correct itemset corresponding to the given enciphered itemset with probability $\text{prob}(E) = 1/|\text{Cand}(E)|$. We refer to the probability $\text{prob}(E)$ as the crack probability of $E$. Given an encrypted database, determining the crack probability $\text{prob}(E)$ for a enciphered itemset $E$ requires that we determine the size $|\text{Cand}(E)|$ of its candidate set of possible itemsets. We make use of the following notion.

**Definition 8.2.2.** Let $E$ be any enciphered itemset and $e_i, e_j \in E$ any two enciphered items. Then $e_i \equiv e_j$ iff $\text{Cand}(e_i) = \text{Cand}(e_j)$. We denote by $[e_i]$ the equivalence class containing $e_i$, i.e., the set $\{e \in E \mid e \equiv e_i\}$.

To determine the size of $\text{Cand}(E)$, consider the hypergraph $H_E$ with nodes $E$ whose edges are the sets $\text{Cand}^* (e)$, where $e \in E$, and $\text{Cand}^* (e)$ denotes the set obtained by replacing every plain item in $\text{Cand}(e)$ by its substitution cipher. Clearly, $E$ is a transversal of this hypergraph, i.e., it has a non-empty overlap with every edge of the hypergraph. The size of the set $\text{Cand}(E)$ can be determined as follows. For every edge $S$ of the hypergraph $H_E$, the contribution of that edge to the number of candidates is given by

<table>
<thead>
<tr>
<th>Item</th>
<th>$\text{supp}_\mathcal{P}(i_1)$</th>
<th>$\text{supp}_\mathcal{P}(e_j)$</th>
<th>Noise</th>
</tr>
</thead>
<tbody>
<tr>
<td>$i_1$</td>
<td>100</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>$i_2$</td>
<td>67</td>
<td>100</td>
<td>33</td>
</tr>
<tr>
<td>$i_3$</td>
<td>40</td>
<td>40</td>
<td>0</td>
</tr>
<tr>
<td>$i_4$</td>
<td>33</td>
<td>40</td>
<td>7</td>
</tr>
<tr>
<td>$i_5$</td>
<td>20</td>
<td>20</td>
<td>0</td>
</tr>
<tr>
<td>$i_6$</td>
<td>8</td>
<td>20</td>
<td>12</td>
</tr>
</tbody>
</table>

Table 8.1: Support of Plain and Enciphered Items
The size of $\text{Cand}(E)$ is the product of the contributions from all the hyperedges of $H_E$. E.g., the hypergraph $H_E$ of Example 8.2.2 corresponds to $E = \{e_1, e_3, e_4, e_6\}$ of nodes $e_1, e_3, e_4, e_6$ and three edges $S_1 = \text{Cand}(e_1) = \{e_1, e_2\}, S_2 = \text{Cand}(e_3) = \text{Cand}(e_4) = \{e_3, e_4\}$ and $S_3 = \text{Cand}(e_6) = \{e_5, e_6\}$. The contribution of $S_1$ to $|\text{Cand}(E)|$ is $\binom{|S_1|}{|S_1 \cap E|} = \binom{2}{2} = 2$, since the one member $e_1 \in S_1 \cap E$ can be consistently mapped to either $i_1$ or to $i_2$. By contrast, notice that $\{e_3, e_4\} \rightarrow \{i_3, i_4\}$. Thus the contribution of the set $S_2 = \{e_3, e_4\}$ to $|\text{Cand}(E)|$ is $\binom{|S_2|}{|S_2 \cap E|} = \binom{2}{2} = 1$, as it does not matter whether we map $e_3 \rightarrow i_3, e_4 \rightarrow i_4$ or $e_3 \rightarrow i_3, e_4 \rightarrow i_4$. The size of $\text{Cand}(E)$ is $\binom{|S_1|}{|S_1 \cap E|} \times \binom{|S_2|}{|S_2 \cap E|} \times \binom{|S_3|}{|S_3 \cap E|} = 2 \times 1 \times 2 = 4$.

We call an equivalence class $C \subseteq E$ of enciphered items in $E$ complete if $\exists e \in C : \text{Cand}'(e) = C$, that is, the equivalence class includes all enciphered items in the set $\text{Cand}'(e)$. For the example above, the equivalence class $C = \{e_3, e_4\}$ is complete, since $\text{Cand}(e_3) = \text{Cand}(e_4) = \{i_3, i_4\}$, and hence $\text{Cand}'(e_3) = \text{Cand}'(e_4) = \{i_3, i_4\} = C$. Clearly, the contribution of a complete equivalence class to the size of $\text{Cand}(E)$ is a factor of 1. Let $C$ be an equivalence class in $E$. We denote by $\text{Cand}'(E)$ the set $\text{Cand}'(e)$ for any element $e \in C$. This is well defined since $\forall e, e' \in C$, we have $\text{Cand}'(e) = \text{Cand}'(e')$.

We now have:

**Theorem 8.2.3.** Given a enciphered itemset $E = \{e_1, e_2, \ldots, e_m\}$, let $C_1, \ldots, C_t$ be the collection of equivalence classes of $E$. Then the size of the candidate set of itemsets is $|\text{Cand}(E)| = \prod_{i=1}^{t} \binom{|\text{Cand}(C_i)|}{|C_i|}$.

**Proof.** It is straightforward that $E$ is a union of one or more equivalence classes. Construction of candidate itemsets from each equivalence class is independent of each other. Thus $|\text{Cand}(E)|$ equals to product of $\binom{|\text{Cand}(C_i)|}{|C_i|}$, the size of candidate itemsets constructed from the equivalent class $C_i$. Since $|\text{Cand}(C_i)| > |C_i|$ and $|\text{Cand}(C_i)| \geq k$, the result follows.

**Example 8.2.3.** For Example 8.2.2 we saw that $|\text{Cand}(E)| = 4$. Indeed, $E$ has three equivalence classes $C_1 = \{e_1\}, C_2 = \{e_3, e_4\}$, and $C_3 = \{e_6\}$ and it is easy to see that $|\text{Cand}(E)| = \prod_{i=1}^{3} \binom{|\text{Cand}(C_i)|}{|C_i|}$.

We call an enciphered itemset complete if everyone of its equivalence classes is complete.

In our encryption scheme RobFrugal cannot exist enciphered itemsets with non-zero (fake) support that are complete. In fact, we can show:

**Theorem 8.2.4.** Given the original transaction database $D$, let $D_r^*$ be its encrypted version obtained using any robust grouping scheme. Then $\forall$ itemset $E$ with non-zero support in $D_r^*$, the crack probability $\text{prob}(E) \leq 1/k$, where $k$ is the given threshold for $k$-anonymity.

**Proof.** The key is to show that no enciphered itemset can be complete under the RobFrugal scheme. Assume there is. Then $E$ must be the union of one or more complete equivalence classes. In other words, every equivalence class in $E$ has non-zero support in $D_r^*$. This contradicts the property ensured by the construction of RobFrugal. Thus there must exist at least one equivalence class that is not complete. Theorem 8.2.3 has shown that the bound of the candidate itemset for each incomplete equivalence class is at least $k$. Thus the size of candidate itemset for $E$ must be at least $k$. The theorem follows.

The theorem shows that any enciphered itemset $E$ with non-zero support, is not complete under RobFrugal (or any robust grouping scheme) and thus $\text{Cand}(E)$ contains at least $k$ itemsets.

## 8.3 Experimental Evaluation

In this section, we report the empirical evaluation we conducted in order to assess the encryption/decryption overhead and the overhead at the server side incurred by the proposed scheme. We experimented on both a real-world database, donated to us by Coop, and synthetic databases, generated by IBM data generator. These data sets are described in Section 7.4.

We implemented the RobFrugal encryption scheme, as well as the decryption scheme, as described in Section 7.4 in Java. All experiments were performed on an intel Core2 Duo processor with a 2.66GHz CPU and 6GB RAM over a Linux platform (ubuntu 8.10). We adopted the apriori implementation by Christian Borgelt\(^1\) written in C and one of the most highly optimized implementations.

\(^1\)http://www.borgelt.net
Encryption overhead. First, we assessed the total time needed by the ED module to encrypt the database (grouping, synopsis construction, creation of fake transactions): timings are reported in Figure 8.1 for CoopProd and CoopCat, for different values of \( k \) and different number of transactions. The results show that the encryption time is always small: it is under 1 second for the biggest CoopProd TDB, and below 0.8 second for the biggest CoopCat TDB. Indeed, it is always less than the time of a single mining query, which is at least 1 second by Apriori, as shown in Figure 8.3(a). Therefore, when there are multiple mining queries, which is always the case for the outsourcing system, the encryption overhead of our scheme is negligible compared with the cost of mining. Note that, with the term “mining query” we intend the ability to find all the itemsets with a minimum support threshold. Clearly, the data owner, can query the outsourced database multiple times by using different support values.

It is worth noting that these experiments provide empirical evidence that the theoretical complexity upper bound of \( O(n^2) \) is indeed over-pessimistic. To see this point, we counted the number of queries (to check that each group is unsupported) performed by the ED module (RobFrugal), over the two TDB’s for the different values of \( k \), and we discovered that such number always coincides with \( \frac{n}{2} \), except for CoopCat TDB’s in the cases \( k = 10 \) and \( k = 20 \): for example, for \( k = 10 \) and number of transactions 400K (the biggest TDB), an additional 3790 item swaps are needed to find a robust grouping and only 10 for \( k = 20 \). This is a strong empirical evidence that, in real life databases RobFrugal reaches a solution very fast, with complexity far below the \( O(n^2) \) worst case: e.g., for CoopCat with \( k = 10 \) and 400 transactions, RobFrugal only needs to check a total of 3826 queries, while \( 366^2 = 133,956 \).

We also applied our encryption scheme on synthetic databases generated with the same setting of parameters used in [140]. The performance results are shown in Figure 8.4(a) & (b). As we can see, our algorithm is very efficient; our method requires a maximum time of 0.02 seconds. It is due to the fact that no swap is required for obtaining robust groupings in the sparse dataset with low number of items (1,000 items in Figure 8.4(a)).

Second, we assessed the size of fake transactions added to the databases after encryption. Figure 8.2(b) reports the sizes of fake transactions for different values of \( k \) in CoopProd* and CoopCat* with 300K transactions. We observe that the size of fake transactions increases linearly with \( k \). Also, we observe that sparsity/density affects the generation of fake transactions: e.g., we have that CoopProd*, for \( k = 30 \), is only 8% larger than CoopProd while, for the same \( k \), CoopCat* is 80% larger than CoopCat. We also assessed the size of the fake transactions on synthetic databases. Figure 8.4(c) shows similar results to those obtained in the synthetic TDB.

Finally, we assessed the overhead of incremental encryption, which occurs when a new TDB is appended; to this end, we split CoopProd with 500K transactions into two halves CoopProd1 and CoopProd2, and treat CoopProd1 as the original TDB and CoopProd2 as the appended one. We consider the non-incremental method, which is to encrypt CoopProd1∪CoopProd2 from scratch, and compare its encryption time with that of the incremental approach. We ignore the time for transmitting TDBs between the client and server as we assume that the TDB streams into the ED module and the client can send the data that has been encrypted to the server while encrypting the remaining data. The results, shown in Figure 8.1(c), are positive: essentially, for any value of \( k \), the incremental procedure always achieves better performance than the non-incremental approach. Furthermore, thanks to the incremental procedure, the client avoids to send different encrypted versions of the same set of transactions to the server. This reduces the cost for data re-transmission and makes our approach more robust against the possible attack based on the comparison of multiple versions of the encrypted TDB.

Mining overhead. We studied the overhead at the server side for the pattern mining task over CoopProd* w.r.t. CoopProd with 300K transactions. Instead of measuring performance in run time, we measure the increase in the number of frequent patterns obtained from mining the encrypted TDB, considering different support thresholds. Results are plotted in Figure 8.2(a), for different values of \( k \); notice that \( k = 1 \) means that the original and encrypted TDB are the same. The \( x \)-axis shows the relative support threshold in the mining query, w.r.t. the total number of original transactions (300K). The relative support is defined as the ratio of the absolute support over the number of transactions in the database and the number of frequent patterns obtained is reported on the \( y \)-axis. We observe that the number of frequent patterns, at a given support threshold, increases with \( k \), as expected. However, mining over CoopProd* exhibits a small over-
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head even for very small support thresholds, e.g., a support threshold of about 1% for \( k = 10 \) and 1.5% for \( k = 20 \). Mining over CoopCat with 300k transactions and CoopCat\(^*\) is more demanding, given the far higher density, but we have similar observation, although at higher support thresholds. In either case, we found that, for reasonably small values of the support threshold, the incurred overhead at server side is kept under control; clearly, a trade-off exists between the level of privacy, which increases with \( k \), and the minimum affordable support threshold for mining, which also increases with \( k \).

**Decryption overhead by the ED module.** We now consider the feasibility of the proposed outsourcing model. The ED module encrypts the TDB once which is sent to the server. Mining is conducted repeatedly at the server side and decrypted every time by the ED module. Thus, we need to compare the decryption time with the time of directly executing Apriori over the original database. This comparison is particularly challenging, as we have chosen one of the most optimized versions of Apriori (written in C), while our decryption method is written in Java without particular optimizations, except for the use of hash tables for the synopsis. Nevertheless, as shown in Figure 8.3(a), the decryption time is about one order of magnitude smaller than the mining time; for higher support threshold, the gap increases to about two orders of magnitude. The situation is similar in CoopCat. In addition, we compared the mining time to the total time needed for encrypting the database and for the decryption for some values of \( k \). The results, plotted in Figure 8.3(b), show that the mining query by Apriori requires more time of our encryption and decryption operations.

**Crack probability.** We also analyze the crack probability for transactions and patterns over the Coop TDB’s. We discovered that in both CoopCat and CoopProd TDB’s encrypted by RobFrugal we have that around 90% of the transactions can be broken with probability strictly less than \( \frac{1}{10} \). For example, considering the encrypted version of CoopProd with 300K transactions, we discovered from experiments the following facts, even for small \( k \). For instance, for \( k = 10 \), every transaction \( E \) has at least 10 plain itemset candidates, i.e., \( \text{prob}(E) \leq \frac{1}{10} \). Around 5% of transactions have exactly a crack probability \( \frac{1}{10} \), while 95% have a probability strictly smaller than \( \frac{1}{10} \). Around 90% have a probability strictly smaller than \( \frac{1}{100} \). No single transaction contains any pattern consisting exactly of the items in a group created by RobFrugal.

As a final remark, we also studied the distribution of transaction length in both the original and encrypted TDB’s and observed that such distributions are very close. Figure 8.5 shows the distribution of transaction lengths before and after the encryption of the TDB CoopProd with 300K transactions.

![Figure 8.5: Distribution of transaction lengths for different \( k \) values](image-url)
8.4 Summary

In this part, we have studied the problem of corporate privacy-preserving mining of frequent patterns (from which association rules can be easily computed) on an encrypted outsourced transaction database. We have assumed a conservative model where the adversary knows the domain of items and their exact frequency and can use this knowledge to identify enciphered items and enciphered itemsets. We have proposed an encryption scheme, called RobFrugal, that is based on 1-1 substitution ciphers for items and adding fake transactions to make each enciphered item share the same frequency as \( \geq k - 1 \) others. It makes use of a compact synopsis of the fake transactions from which the true support of mined patterns from the server can be efficiently recovered. We have also proposed a strategy for incremental maintenance of the synopsis against updates consisting of appends and dropping of old transaction batches. Unlike previous work such as [140] and [133], we have formally proved that our method is robust against an adversarial attack based on the original items and their exact support. Our experiments based on both large real and synthetic datasets yield strong evidence to the practical applicability of our approach.

Currently, our privacy analysis is based on the assumption of equal likelihood of candidates. It would be interesting and important to enhance the framework and the analysis by appealing to cryptographic notions such as perfect secrecy [127].

Moreover, our work considers the ciphertext-only attack model, where the attacker has access only to the encrypted items. It could be interesting to consider other attack models where the attacker knows some pairs of items and their enciphered values. Furthermore, in the current work we assume that the server is honest in performing data mining tasks. Another very important research direction could be integrity auditing of the data mining results, where the data owner may want to determine if the server is returning all frequent item sets with their exact support. Lastly, the proposed encryption schemes seem naturally suited for outsourcing of data warehousing and OLAP style querying and analysis, a direction worthy of pursuit in the future.
Chapter 9
Conclusion

In this thesis we have investigated two very interesting and challenging research problems which arise in modern Data Mining and Data Privacy: (a) individual privacy protection in data publishing while preserving specific data mining analysis, and (b) corporate privacy protection in data mining outsourcing. Our goal was to design and to develop technological frameworks to counter the threat of any undesirable, unlawful consequences of privacy violation, without obstructing the positive opportunities offered by knowledge extraction by data mining technologies. Our general idea, which is reflected in all the contributions to this thesis, was to inscribe privacy protection into the knowledge discovery technology by design, so that the analysis incorporates the relevant privacy requirements right from the start. For this reason, first of all we have described the general idea of the Privacy-by-Design paradigm and then, by applying it to the different contexts and frameworks presented in this thesis, we have showed how this simple and new paradigm represents a huge step forward in the conflict between data protection and data utility.

The problem of protecting individual privacy is scientifically attractive and it has been extensively studied in two different communities: in data mining and in statistics, in particular in the context of general tabular data. Unfortunately, relatively little work has addressed more complex forms of data such as sequence data, spatio-temporal data and social networking data, although today we are assisting to a rapid spread of this kind of data. These forms of data are semantically rich and this can make them very interesting to analyze, since they represent a detailed description of human activities. On the other hand, they are at the same time very difficult to anonymize and often traditional techniques used for tabular datasets cannot be directly applied.

In this thesis we have proposed interesting solutions for individual privacy protection in the specific context of data with a sequential nature. In Part II we have described three privacy-preserving frameworks that allow the publication of sequential data in three different and distinct settings. In Chapter 5 we have introduced our privacy-preserving framework for simple sequence data, i.e., data that describe human activities with a sequential nature. Examples include the web-logs describing the full activity of website visitors; spatio-temporal data describing the mobility behavior of citizens. This framework, which is based on a new definition of $k$-anonymity for personal sequential data, guarantees an effective privacy protection model and makes it possible to preserve the utility of data with reference to a variety of analytical properties. A wide variety of experimentation on various real-life data sets have demonstrated that the proposed technique substantially preserves sequential pattern mining results and other varied and important analytical properties of the original data including the distribution of sequence lengths and the frequency of individual elements, as well as the original clustering structure. Clearly, there are some aspects that could be investigated in future work. For example, the current solution works better in the case of dense data thus, it could be interesting to investigate new approaches to preserve sequential pattern mining results in a more challenging context where data are sparse. In this part, we have also proposed a framework for publishing movement data while preserving the privacy (Chapter 6). This combines the well-known notion of $k$-anonymity and a technique for the spatial generalization of trajectories, however the real novelty introduced lies in finding a suitable tessellation of a geographical area into sub-areas depending directly of the input trajectory dataset. We have showed that our method yields a formal and theoretical protection guarantee against the re-identification attack and through an extensive set of experiments on a real-life spatio-temporal dataset we
have also demonstrated that the anonymity protection achieved is considerably stronger than the theoretical worst case. Besides this, the experimentation has confirmed that the proposed technique preserves the quality of the clustering analysis. Further investigations could be directed to developing a generalization method that considers both spatial and temporal information in order to obtain generalized and anonymous spatio-temporal data.

As mentioned in the introduction to this thesis privacy is not only limited to the individuals. Companies and public organizations, such as hospitals, service providers and supermarket chains often have the availability of large amount of data containing hidden and useful information about customer/user behavior. Clearly, this knowledge could support and improve their decision marketing activities. Extracting useful information from the data and transforming it into knowledge requires data mining expertise and computational resources. However often, companies and institutions lack in these specific resources, therefore they need to outsource its mining tasks to a third party service provider. Clearly, in this scenario each organization/company would like to protect not only the personal data of their users/customers, but also the corporate strategic knowledge represented in the data which can provide competitive assets. In this context we have investigated a specific solution for the outsourcing of association rule mining in a privacy-preserving manner. We have presented the details of our idea and the theoretical and experimental results in Part III. In particular, we have described the core of the privacy-preserving framework in Chapter 7 where we have assumed both the products and the association rules of the outsourced database are considered private property of the corporation. To protect corporate privacy we have defined the formal privacy model and designed the encryption scheme to transform client data before it is shipped to a third party. Then, we have also developed a decryption scheme to recover the true patterns and their correct support from the encrypted query results computed by the service provider. In the Chapter 8, lastly, we have presented all the theoretical results related to the proposed framework concerning both the complexity and privacy analysis and the experimental evaluation in order to demonstrate the effectiveness of our framework. Clearly, in this context there are a large number of interesting aspects that could be studied in the future. For example, we have to assumed the attacker has access only to the encrypted items. It could be interesting to consider other attack models where the attacker knows some pairs of items and their enciphered values. For example, we could study the privacy guarantees of our method in case of known-plaintext attacks (where the adversary knows some item, enciphered item pairs), chosen-plaintext attacks (where the attacker knows some item and enciphered pairs for selected items), and chosen-ciphertext attacks (where the adversary knows some itemset and enciphered pairs for selected ciphers). Another research direction could be the integrity auditing of the data mining results, where the data owner may want to determine if the server is returning all frequent item sets with their exact support.

All privacy-preserving frameworks we have presented in this thesis and the results we have obtained in terms of privacy protection and data utility preservation represent an example of how protecting privacy in the digital era is very hard but not impossible under specific and reasonable assumptions. Clearly, we do not intend to conclude our study on privacy with the contents of this thesis, since many interesting research problems are still open. We think it would be very interesting to investigate on solutions that allow us to apply our privacy-by-design paradigm to other new forms of data such as social networking data and query-log data, and to study the privacy issues in more complicated situations like distributed environments.
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